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" Preface

The general aim of the 15™ IHP Training Course was to help participants develop their
basic knowledge of water and carbon cycles in terrestrial ecosystems in finding the solution
for current global environmental problems, which are of great importance for many countries.
The course is part of the UNESCO International Hydrological Programme (JHP) and is held
every Japanese fiscal year which starts in April. The participants, mainly from Asia-Pacific
regions, are given a series of lectures and practical training for about two weeks. Until 1996,
the course mainly focused on general hydrology, but since that time has concentrated on
specific themes, such as snow hydrology (1998), remote sensing (1999), limnology (1999),
hydrology: related . to- head water management (2000), hydrogen -and oxygen isotopes in
hydrology (2002), precipitation and water resources (2003), and the effect of air pollutants on
the atmospheric-environment and climate change (2004). : =

This year, the 15" IHP Training Course with a theme of “Water and Carbon Cycles in
Terrestrial Ecosystems” was held from February 26 to March 11, 2006 at Nagoya and Chiba,
Japan, which included many lectures and practicals. This THP short course focused on
understanding the responses of terrestrial ecosystems to global change: Micrometeorological
and biogeochemical knowledge and techniques, including the use of stable isotopes -of H,O
and CO, and numerical -modeling, are the basis for understanding:the responses. The
problems of terrestrial ecosystems and ways of solving them depend very much on the
features -of nature and human- activity in the region. In this sense, participants can gain an
essential and comprehensive idea of ways of planning, managing, and monitoring problems
in terrestrial ecosystems in their own countries. ‘ o

I'ne 15™ course included contributions from professronals/experts in universities and
research institutes, led by Prof. Tetsuya Hiyama, Prof. Takeshi Ohta, Prof. Yasushi
Yamaguchi, Prof. Tetsuzo Yasunari, and Dr. Eiichi Konohira of Nagoya University, Prof.
Atsushi Higuchi of Chiba University, Prof. Kouki Hikosaka of Tohoku University, Prof.
Hideaki Shibata of Hokkaido University, Prof. Tsutomu Yamanaka of University of Tsukuba,
and Dr. Akihiko Itou of Japan Agency for Marine-Earth Science and Technology.

The course would not have been possible without management support. Dr. Giuseppe
Arduino and his staff in the UNESCO Jakarta office took care of the arrangements for the
participants. The IHP Training Course is continuously supported by the Mmlstry of Education,
Culture, Sports, Science, and Technology. : ~ -

.. November.22, 2006

Hiroshi Uyeda



Chairperson of Working Group for IHP Training Course
Director, Hydrospheric Atmospheric Research Center,
Nagoya - University
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Chapter 1

Canopy-Scale Fluxes of Heat Water Vapor, and Carbon

D10x1de in Various Terrestrial Ecosystemsv

Tetsuya HIYAMA

Hydrospheric Atmospherlc Research Center (HyARC),
Nagoya University, Nagoya 464-8601, Japan .

Tel: +81-52-789-3478

Fax: +81-52-789-3436

e-mail: hiyama@hyarc.nagoya-u.ac.jp

1.1 Inﬁ‘oduction

This-chapter briefly describes the basics-of ‘canopy-scale fluxes of heat, water
vapor, and carbon dioxide in térrestrial ecosystems. The chapter first introduces
temporal and spatial scales related to terrestrial ecosystems, and then describes
basic equations for radiation, heat, water and carbon balances. Because
canopy-scale fluxes are closely related to turbulence within the atmospheric
boundary layer (ABL), the basics of the atmospheric turbulence and the key
variables are presented. After explaining important flux correction methodologies,
an example of flux determination over a terrestrial ecosystem is offered. Finally,
land surface models (LSMs) to contribute to climate modeling are described.

Figure 1.1 shows spatial and temporal scales- of ‘physical ‘ard ecological
phenomena (Wu, 1999). The impertant phenomena that contribute to spatial scales
related- to: terrestrial: vegetation are, from' smaller .to larger, 1) .atmospheric
turbulence, 2) atmospheric convection, 3) seasonal vegetation cycles (phenology),
4) soil ‘moisture variations, and- 5) carbon dioxide variations. 1):& 2) are directly
related to canopy-scale fluxes of heat, water vapor, and carbon dioxide, and they
are important-phenomena for diurnal vegetation activities. 3) & 4) are determinant
factors for the s¢asonal changes of'terrestrial ecosystems themselves. Then global
carbon - balance: and' variations’ 5) .are affected in econjunction with. climate
variations. Response of terrestrial -ecosystems  to - climate var1ab111ty will be
introduced later in Chapter 10. ! L g
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Figure 1.1 Spatial and temporal scales of physical and ecological phenomena
(modified from Wu, 1999).

1.2 Basic equations

The fundamental equations representing key processes on the surface are
those for radiation balance, heat balance, water balance and carbon balance.
Momentum exchange is also an important factor for the heat and water balances
by means of turbulent heat transport.

Short-wave radiation emitted by the sun is reflected, absorbed and transmitted
by the atmosphere. For every 100 units of energy reaching earth, 46 are absorbed
by the surface (Figure 1.2). Long-wave (infrared) radiation effects depend on the
temperature and emissivity of the land and the atmosphere. Global mean net
long-wave radiation on the surface is 15% and is upward (emitted) from the
surface to the atmosphere. Thus, net radiation absorbed by the surface is 31% of
the energy reaching earth.
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Figure 1.2 Schematic diagram of the annual mean global energy balance. Units are
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the left-hand side and the terrestrial (long-wave) radiation fluxes are on the right-hand side
(from Pitman, 2003).

1.2.1 Radiation balance
The surface radiation balance is defined by

Rn=8d—-Su+Ld—Lu=5Sd(1—a)+Ld—Lu (1.1)
where, Rn is the net radiation, Sd the downward short-wave radiation, Su the
upward short-wave radiation, Ld the downward long-wave radiation, Lu the
upward long-wave radiation, and' « the surface albedo. Based on Figure 1.2,

31% of the total entering the global climate system is exchanged as turbulent
fluxes of sensible and latent heat.

1.2.2 Heat balance
The surface heat balance is defined by

Rn—-G-AQ=H+AE (1.2)

where, G is the soil heat flux, AQ the rate of change of the heat storage, H

the sensible heat flux, and AE . the latent heat flux. Generally the units used for



all of the elements shown in equations (1.1) and (1.2) are in W m™. Chemical
energy stored during photosynthesis and released by respiration is usually omitted,
and thus they are not shown in equation (1.2). The right hand side (RHS) of
equation (1.2) is the total turbulent heat flux, which is important to the
canopy-scale exchange process between the terrestrial ecosystem and the
atmosphere From the hydrological point of view, evapotranspiration E (kgm™
s} is a very important element but is difficult to measure reglonally

1.2.3 Water balance
The surface water balance is defined by :
P=E+D+AS (1.3)

where, P is the precipitation, D the drainage from the surface, and AS the
rate of change of the surface water storage. Regional scale or basin scale water
balances can be checked using river runoff data. The difficulty in measurement
exists for regionally distributions both in ‘AS and E.

. By using the atmospheric water balance, evapotranspiration E can be also
calculated from a regivnal puint of view with the following squalion,

E= P+%V;V—+V é ' (1.4)

where, Wois fhe precipitable ﬁ\'(at’er within an atmospheric column, and 'V u @

is the horizontal divergence of water vapor. Both W and VH-é can be

evaluated using reanalysis data such as that from NCEP/NCAR (National Centers
for Environmental Prediction / National Center for Atmospheric Research) (e.g.
Kistler et al., 2001). ~ :

1.2.4 Carbon balance
 Figure 1.3-indicates schematics of heat and carbon exchanges over terresmal
ecosystems. Because atmospheric CO- is absorbed during daytime photosynthesis
through = stomatal - pores, transpiration and CO, transfer correlate closely.
Respiration (CO; release) from plant bodies (surfaces of leaves, trunks, branches,
and roots) is one of the sources of CO, from terrestrial ecosystems. Heterotrophic
respiration (soil respiration or decomposition of soil organic matter SOM) is
another source of COs,. :
The surface carbon balance is defined by .

GPP = NPP+ DR (1.5)

NPP = NEP+ SR (1.6)
where, GPP is the gross primary production (due to photosynthesis), NPP the
net primary produetron DR the dark respiration (or plant respiration), NEP the
net ecosystem production, and SR the soil respiration (heterotrophic respiration).



Both DR and SR correlate with temperature, and SR is a function of soil
moisture. Satellite remote sensing of vegetation is possible to detect chloroplast
amounts of their activity through processing “vegetation indexes” (see Chapters 6
and 7). Thus, though it is difficult to estimate NEP directly, through some
modeling NPP can be estimated using vegetation indexes (see Chapter 7). One
of the modeling approaches is using LSMs with general circulation models
(GCMs). Some important equations will be introduced in section 1.6.
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Figure 1.3 Heat and .carbon exchanges over terrestrial ecosystems.

1.3 Atmospheric Boundary Layer (ABL)

ABL is the lowest part of the atmosphere. It is through the ABL that
momentum, heat, water vapor, and carbon dioxide exchanges occur with the
terrestrial ecosystem (or with vegetation). The most significant variation of ABL
appears diurnally. Figure 1.4 shows the typical diurnal change of ABL over a land
surface. In the daytime, the ABL is divided into three or four layers. From the
lower to the upper part, they are called the “roughness sublayer,” “surface layer,”
“transition layer,” and “mixed layer.” The most important layer for the exchanges
of momentum, heat, water vapor, and carbon dioxide over the terrestrial
ecosystem is the “surface layer.” In this layer, vertical air motion is suppressed by
the surface, and surface friction causes large differences of wind speed (wind
shear) and small scale turbulence. The following sub-sections define vertical
turbulent fluxes and several important variables arlsmg within the “surface layer
in order to understand canopy-scale fluxes.
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Figure 1.4 Diurnal change of the étméspheric boundary layer (ABL) over a land surface
(modified from Kaimal and Finnigan, 1994).

1.3.1 Turbulence and turbulent fluxes

In the atmospheric surface layer, if the surface and flow are horizontally
homogeneous, the most important exchanges in momentum, heat and mass are in
the vertical direction. Vertical momentum flux ¢ is defined by

T =—pu'w) - . (L)
where p is a1r dens1ty, u the hor1zontal wind velomty, and w the vertical

Wmd Veloc;1ty The over-bar denotes certain time averaging -and prlme represents
the fluctuation from the mean value. 7 is also referred to as Reynolds stress.
~Vertical sensible heat flux H is defined by :

H = pc,(w'o" ) | ' O 1.8)
where, ¢, is_ the specific heat of air at constant pressure (1006 Jkg!' K1), and @
the potential temperature.
‘Vertical latent heat flux is defined by
S IE=pdwe) oy

Whexe l is the latent heat of vapouzatmn of water (around 2.45 x 106 Jkg at



20°C), E the moisture flux (évapotranspiration in units of kg m™>s™), q the
spéciﬁc humidity. Vert'ic"a1 buqyancy flux H . is also represented as

“H, = pc,(w6,) , (1.10)
where, 6, is virtual potential temperature (8, = 6(1+0.61g)).

Vertical flux of other scalars such as CO, (F,) is similarly defined by

F =w'¢ (1.1

where ¢ is the CO, density.

1.3.2 Turbulent scaling parameters

Besides: the: surface fluxes, some turbulent scaling parameters are often used
to characterize surface layer turbulence. Those key parameters have frequently
appeared in previous similarity theories. The Monin-Obukhov similarity theory is.
usually applied to the surface layer and hence is sometimes:called surface layer
similarity. The important turbulent scaling parameters in the theory are. listed as
follows. :

i o L i
6, = —(w8)/u, R (1.13)
0, =—~(W8,)/u, (1.14)
g. =—(w'q)/u. | O (115)

Here, u. is the friction velocity, 6. and &, are fhe temperature scales, and q..
the humidity scale. The Monin-Obukhov similarity works only when the winds are
not c'alm, and u,,. is not zero. ’
A length scale (the Obukhov stability length) L is defined by
L=ul8,/(kgh,.) | | (1.16)

where, k& is the von Karman constant (= 0.4), and g the acceleration due to

gravity. The Obukhov stability length L is positive for stable atmospheric
conditions, negative - for ~unstable conditions, and infinitely large for mneutral
conditions (Brutsaert, 1982). Originally z=—L ‘was interpreted as the height of
the surface layer and it could be considered to be the height at which the shear



production is approximately equal to the buoyant energy production (see equation
(1.23)).

To focus on the mixed layer turbulence, the mixed- layer similarity theory is
applied. This layer is in a state of free convection, assuming calm or light winds.

Mixed-layer or free convection scale for velocity w,, which is the most important

velocity scale, is defined by ‘
w.. =g(W6,Vh/6, (1.17)

where % is the atmoépherie boUndary;layef height (Figure -1‘.4).

1.3.3 Conservation equations and turbulent kinetic energy

To quantitatively describe the state of the boundary layer, we should turn to
the equations of fluid mechanics that describe the dynamics and thermodynamics
in the atmosphere (Stull, 1988). SR .

The set of equations governing the flow consists of four equations; those are
the conservation of momentum (i.e. the Reynolds equation), the conservation of
mass, the conservation: of thermal energy (the thermodynamic or enthalpy
equation), and the equation of state (the gas law). These equations, except for the
gas law, are described by the following when the surface and flow are horizontally
homogeneous. :
Conservation of momentum (Reynolds equation):

Ou Gou__1op 2w o a8)
ot oz p Ox 0z .
Conservation of heat:
60 —Q?_:_a(wﬁ) (1.19)
6t oz oz
Conservation of water Va"por:‘
99,94 __oWq) | (1.20)
ot oz oz o ‘ ‘
Conservation of scalar such as CO;:-
6c+—ac _ow'c) :.(1.21)

ot oz Oz

Here ! is time, P the pressure, x the horlzontal pos1t1on and z the Vertlcal

pos1t10n (1 ¢. height). In all of these equations, molecular diffusion is neglected If
we assume very smnple conditions such as; : ’



a) no horizontal variation of all turbulent variables,

b) : steady state condition (the surface layer reaches equ111br1um with the
environment immediately), and
c) no phase change of water (evaporation and condensatlon) w1th1n the

surface layer,

the equations from (1.18) to (1.21) can be recast as,

o) _y . (1.18b)

Oz

owe)_, : (1.19b)
0z . : .

W) _,, | (1.20b)
1574

ow'e) _, . (1.21b)
oz

These four equations indicate the turbulent fluxes are constant in the surface layer.
In the original form of the Navier-Stokes equation (not shown here), the ratio

of the inértié force to the viscous force was defined as the Reynolds number (R, ).

Laboratory experiments have shown that if the value of R, is larger than 10*, the

flow changed from laminar to turbulent. The main forces of the turbulence within
the: ABL are the mechanical force and buoyant force. Production; transport, and
dissipation of turbulence are represented as turbulent kinetic energy (TKE). The
relative balance of these processes determines the ability of the flow to maintain
turbulence or become turbulent, and thus indicates flow stability (Stull, 1988).
TKE is a measure of the turbulence within the ABL. TKE is defined by

= l(u'2+v'2+w'2 ) (1.22)

In equation (1.22), the three dimensional velocity components of # (longitudinal
velocity component), v (transverse velocity component), and w (vertical
velocity component) are considered. If we choose- a coordinate system aligned
with the mean wind, assume horizontal homogeneity, and neglect advection such
as subsidence; then the TKE budget is shown as

Qe W B LOWP O, (1.23)
o R oz T p 0z - 0Oz

@ - a dn  cavy -(vy

where T is the surface air temperature. The individual terms in the TKE budget
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equation describe physical processes that generate turbulence (Stull, 1988). The
left hand side (LHS) of equation (1.23) represents local storage of TKE. The five
terms in the right hand side (RHS) of equation (1.23) are,

(I)  mechanical or shear production/loss term

(II) buoyant production or consumption term

(III) pressure correlation term

(IV) turbulent transport term

(V) viscous dissipation term (conversion of TKE into heat)

The fifth term (V) of the RHS, &, represents the rate of molecular (viscous)
dissipation of TKE, and is a loss term that always exists whenever TKE is nonzero.
This means that turbulence will tend to decrease and disappear with time, unless it
can be generated locally or transported by mean, turbulent, or pressure processes
(Stull, 1988).

1.3.4 Energy spectra and cospectra
In the ABL, and in the absence of strong thermal stratifications, the flow is

generally turbulent’ (R > 10%). Because the ABL is generally turbulent, a

statistical approach rather than a deterministic approach is necessary (Galratt
1992). ‘There are several concepts that are of value when dealing with turbulence
in the ABL.

:a) - If statistical properties are independent of time, turbulence is stationary.

b) If the flow field is statistically invariant to the horlzontal dlrectlon
turbulence is homogeneous. .

¢) If there is no buoyancy, turbulence .is isotropic at-a sufficiently small
scale.

Within the ABL, the spectrum of turbulent eddies extends over a wide range
of sizes. Turbulent energy is gained at the expense of instabilities in a mean flow
having the characteristic length scale A. The smallest scale is represented as

VlSCOllS dissipation, and has a length scale 7= v? /5)”4, which iS called the

Kolmogorov scale. Here v is the kinematic viscosity of air, and . £ is the rate of
dissipation of TKE by viscosity. In 1941, Kolmogorov developed a similarity
theory of turbulence (Kolmogorov two hypotheses) which is as follows. -

a) At large R,, there exists an equilibrium range in which the average

properties of the small-scale turbulent motion are determined unlquely by
v .and ¢ (Figure'l.5). :



b At la‘rge’ enough R,, there exists an inertial subrange, within the

equilibrium range in which the eddy structure is independent of energy
input or viscous dissipation. In this subrange inertial transfer of energy is
important and wavenumbers x of average properties are independent of

v and dctermihed solely by ¢ (x, <<x<<k,; where x, and «x, are
the representative wavenumber scales. of the energy input region and

Kolmogorov scale 7).

In the inertial subrange, the energy spectrum as a function of wavenumber (x) is
expressed as

E =aehx™ o (1.24)

where. g is an empirically determined constant (= 0.5). In Figure 1.5, region (B)
cotresponds to the inertial subrange.

~S/3

|
!
x

Ink

Figure 1.5 Schematic of energy spectrum in the ABL showing distinct regions of energy
production (A), inertial subrange (B), and dissipation (C) (modified from Kaimal and
Finnigan, 1994).

Energy spectra represent the relationship between turbulent intensity and
eddy size using such:as.wavenumbers. On the contrary, energy cospectra are the

11
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relationship of wavenumbers (K) with flux densmes For example the cospectra
of sensible heat is defined by

fSua(K)dK S ‘(1.2‘5)

Namely cospectra indicate the dominant turbulent scales for the fluxes and can be
used to compare the turbulent properties in scalars (such as temperature, water
vapor, and carbon dioxide) and those for turbulence similarity. ‘

1.4 Surface flux estimations

With the knowledge of the basics on the atmospheric turbulence, we can now
proceed to the application and measurement of canopy-scale fluxes. The eddy
correlation method (or :eddy covariance technique) is one-direct method, with a
few assumptions, for the determination of turbulent. fluxes ‘in atmospheric
turbulence.

1.4.1 Bddy correlation method
The vert1cal surface flux of scalar (s) can be calculated using the following
equation.

F =ws=ws+ws ’ (1.26)

The first term of RHS is the turbulent transport (turbulent flux) and the second
term of RHS represents the mean vertical flow (mainly due to vertical advection).
It is understood that the vertical surface fluxes described in the subsection 1.3.1
(equations from (1.8) to (1.11)) are the first term of RHS of equation (1.26).

If the mean vertical flow w can be neglected with the assumption from

equation (1.18b) to (1.21b), the scalar flux F, can be represented only by the

first term of RHS of equation (1.26). However when w is non-zero, or the

fluctuations in s are reproduced from fluctuations in water vapor density and
temperature, the second term of RHS also should be considered for the flux
determination (see subsection 1.4.4). :

1.4.2 Measuring three-dimensional wind velocity

Ultra-sonic anemometers are often used to measure three- dimensional wind
velocity with high-time response. These anemometers measure wind velocity by
sensing the effect.of the wind on transit times of acoustic pulses traveling in



opposite directions across a known path. The main limitation to their frequency
response is the imposition of line averaging along: the path. Ultra-sonic
anemometers can. be of either the pulse type or the continuous-wave type. The
former measures  transit time differences -directly to compute. the velocity
component along the path, whereas the latter measures phase differences that can
- be converted to time differences. Both measurements relate directly to wind
veloeity (Kaimal and Finnigan, 1994).

Measurement difficulties occur when velocities or scalar ﬂuctuatlons are not
measured on a homogeneous flow over flat ground described in Cartesian
coordinates. Two different strategies can be adopted to avoid this difficulty. One
choice is to set axes of rectangular Cartesian coordinates with the z axis aligned
with the geopotential gradient, x in the East - West direction and y in the North —
South direction. The difficulties are those of accurately knowing the x, y, and z
directions for every measurement. Another choice is to allow the flow to set the
coordinate directions. In this case x may be taken in the direction of local mean
wind vector. The instrument can be aligned at its optimum orientation to the
prevailing wind. The mathematical transformations and detailed explanations are
shown in Kaimal and Finnigan (1994). - '

1.4.3 Measuring H,O and CO, density fluctuations

Open- and closed-path systems are generally used to measure H>O and CO;
density fluctuations. Both systems are similar in their use of infrared gas
analyzers, but they are different in how they handle the air being sampled. These
differences are crucial when applying spectral corrections and WPL corrections
(see subsection 1.4.4) for the flux estimatiéon (Lee et al., 2004). o

Since sensor sensitivity changes with environmental factors such as
temperature, radiation, dust and raindrops on the lens, the signal from the infrared
gas analyzers should be corrected by a dynamic calibration for every measurement
run using a standard hygrometer (Tsukamoto et al., 1995). This correction is more
effective using the open-path system than the closed-path system. The sensor
response for the H,O fluctuation measured with the infrared gas analyzers ranges
from 0.0015 to 10 Hz, while the measurement with the standard hygrometer is
generally up to 0.03 Hz. The dynamic calibration should be applied within the
fluctuation range at which both fluctuations have a good correlation (0.003-— 0.03
Hz). After the employment of this calibration, a correct time series for‘the H,O
fluctuation can be obtained, and thus those of the latent heat fluxes.

Leuning and Moncrieff (1990) pointed out that water vapor may cause errors
in the measurement of CO; concentration, because it absorbs infrared radiation in
wavebands which overlap those of COZ Thus the electrical 31gna1 from the
infrared gas analyzers is affected by both CO; and H,O densities. This issue is
known as a “cross sensitivity” problem. Technically, a cross sensitivity coefficient
should be determined, but with the most recently developed gas analyzers (such as
LI1-7500, Li-COR, USA) this calibration can be omitted.

13
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1.4.4 WPL correction for. the eddy correlation method :

For the flux determination of trace gases, fluctuations in scalar s can result
from fluctuations. in water vapor density and temperature which are not associated
with the net transport of s (Lee et al., 2004). These errors are particularly severe
for trace constituents such as CO,. In this case, the WPL correction (Webb et al.,
1980) should be applied to achieve an accurate flux estimation of CO; as well as
for water vapor itself due to temperature fluctuations. The original concept for
WPL correction is as follows.

Vertical flux of dry air should be zero, thus,

Wpa = Wpa +W'p'a =0 . ’ ) ) (127)

where p_ is the density of dry air. Based on equation (1.27), the mean vertical

wind velocity can be expressed as

w=_2Pa (1.28)
) Pa
Using the equation of state (the gas law), equation (1.28) recast as

\l¥all

=éw’p'v+(1+,ua)% (1.29)

g |

a

where, u=m,/m,, o=p,/p, , m, is the mole fraction of dry air, m, the

mole fraction of water vapor, and p, the density of water vapor. When equation

(1.29) is applied to equation (1.26) for the moisture flux ( £), we obtain

E =+ uc)wp, +%—W) (1.30)

Similarly, we obtain the following equation for CO, flux

F, =Td+yéw’pg,+(l+ﬂo)%ﬁ o (1.31)
Here, the first term of RHS is the measured CO, flux using the eddy correlation
method, the second term represents the contribution from the water vapor flux,
and the third term is that from the sensible heat flux.

1.5 Carbon dioxide fluxes in a terrestrial ecosystem

An observational - example of seasonal and inter-annual changes in - net
ecosystem exchange ( NEE ) in a terrestrial ecosystem is presented in this section.
If we can assume a horizontally homogeneous surface and that the estimated



carbon dioxide fluxes using the eddy correlation method are accurate  (no

advection and no horizontal sink / source), —NEE equals NEP. Note that the

signs of NEE and NEP are opposite, but those absolute values are the same.

1.5.1 Flux measurements in a West Siberian wetland

~ Around one-third. of the global soil carbon (estimated to be 200 - 450 Gt C) is
stored in boreal wetlands (Gorham, 1991; Schlesinger, 1996). Most - global
warming scenarios predict that the most distinctive temperature increases. will
occur in northern high latitudes (IPCC, 2001). Thus the carbon budget in northern
wetlands is important to the future development of the climate. Wetlands are
considered to be a sink of atmospheric CO; due to the presence of immense stores
of carbon in the peat layer. Several studies suggest a possible changeover of the
carbon budget in bereal and arctic ecosystems Tfrom a sink to a source due to
global warming (Billings et al., 1982; Oechel et al.; 1993, 2000). Multi-year
studies show wetlands can either be sources or sinks of CO,, depending on
weather conditions (Shurpali et al., 1995; Joiner et al., 1999; Griffis et al., 2000).
These results suggest that the carbon budget in boreal wetlands is very sensitive to
climate change. : :

The target wetland in this chapter, which was characterized as a bog
according to the definition of ‘Aselmann and Crutzen (1989), is located in the
southeastern portion of the West Siberian Lowland (56° 51' N, 82° 50" E) near
Plotnikovo, Russia, in the Ob.River basin. The annual mean temperature and
annual precipitation are 1.2°C and 584 mm, respectively, based on NCEP / NCAR
data obtained from 1988 to 2000 at Tomsk, 160 km east of the study bog. The
dominant vegetation in the bog is Carex spp. (C. rostrata and C. limosa) and
Equisetum fluviatile, which reach a height of about 60 cm in midsummer. The
ground surface is covered with Sphagnum mosses (S. majus, S. magellanicum, S.
angustifolium, S. fuscum, etc.) and underlying the Sphagnum moss is a peat layer
that is more than 2 meters in depth.

-:Continuous measurements were taken from early April to late October in 1999
and 2000 (Shimoyama, 2005). The sensible heat, latent heat, and carbon dioxide
fluxes were measured by the eddy correlation method 2m above the moss surface
using a three-dimensional ultra-sonic anemometer (DA600, Kaijo, Japan) and an
open-path infrared gas analyzer (E009B, Advanet, Inc., Japan). Both sensors have
a 10-cm span length with a horizontal sensor separation of 15cm. Data were
recorded at 10 Hz over 1740 s at 30-min intervals on a magneto-optical disk using
a data recorder (DR-M2a, TEAC, Japan). The fluxes were calculated every 30
min.

1.5.2 Gap filling and nocturnal CO; flux
Missing or rejected data due to instrumental errors, rain, low wind condition,
and unreliable extreme fluctuations, i.e. high amplitudes greater than three times
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the average value during either the previous or following one hour, were filled in

using empirical relationships between F, and environmental variables. Diurnal

F, primarily depends on downward short-wave radiation (Sd), and the seasonal

trend of light response corresponds to the phenology of vascular plants..
A methodological example is as follows. First, the.  missing data was
interpolated by regression model using a rectangular hyperbolic curve, which was

aipplied to the light-response relationship between instantaneous Sd and F, .

Since the daylight F, measured with the eddy correlation method includes CO,

assimilation by photosynthesis as well as CO, release by respiration, temperature
changes should also be taken into consideration when estimating diurnal CO, flux.
Thus a simple linear regulation was applied, because the error from a light
response curve involves a complex. physiological effect caused not only by
temperature but also by other environmental restrictions. The differential error of
the measured values from the fitting curve is experimentally corrected by air
temperature. Those empirical parameters were determined for a total of 19 stages:
from mid-April (DOY 101) to mid-October (DOY 290) at 10-day periods. Missing
diurnal data for each: stage were, therefore, interpolated. -

Nocturhal €O, flux was interpolated using -the relat1onsh1p between ‘soil

temperature (T ) and F, obtamed for a growing perlod (Figure 1.6). We chose to

illustr‘ate the nocturnal F, with mean values every 5°C because there was a large

scatter-in the  flux. This scattering was likely caused by measurement error, due to
the small amount and spatial heterogeneity of the fluxes. In both growing periods,

a temperature dependency of the nocturnal F, was apparent. A higher respiration

"~ was observed in 2000 that was statistically. significant over that in 1999 during

which the temperature increased more than 10°C. Therefore, the Qio, the factor.by
which respiration increases with a rise of 10 °C in 7,, was 2.60 in 2000, slightly
higher than the Qo of 2.41 in 1999 (Figure 1:6). The Qi in both years was in the

lower range of previously established values for northern boreal wetlands, which
range from 2.0-to 4.1.. :

Finally, a continuous, gap—filyled diurnal F, of this wetland was obtained.



- 4.00 — — |”' | "‘| L B M

U 350fF BT A
o ® /999 ‘ ! s

. | e fit _ ./ ;]

3.00 © Fe=Ryexp[(InQ), /10)T,] ) ‘ ‘ K ‘," i

CUR,=041, Qp=241
250F o 2000 .

o —— it .

‘-“E 2.00 | Fe= Ry expl(InQsy [10)T,] .

= | Ry=0.43, 0,,=2.60

3 : 6
1.50 | -

2 100 - ‘ ]
0.50 % ‘ i i
0.00[L -
_0.50-“. |-v.  — 3 .. 1 >. i i i

: ~-100 50 .00 500 100 150 200 250
T, [°C] :

Figure 1.6 Relationship between the half-hourly nighttime CO; flux (F;) and soil

temperature (Tg) (Shimoyama, 2005).

1.5.3 Estimated annual NEE :

Figure 1.7 shows the seasonal variation in the daily NEE with gap-filled
values and 10-day running mean values. The net daily NEE ranged from -0.230
to +0.050 mol: m™ d" and -0.270 to +0.040 mol m™ d in the 1999 and 2000
growing periods, respectively. ‘The- day-to-day variation. was rather obvious in
summer. Nearly neutral NEE was observed with: the highest sink rate. The data,
averaged over ten days, showed that the bog was a source of CO, during the
spring ‘thaw. The: continuous -increase in uptake NEE started-around mid-May
and reached a peak sink rate in summer, approximately -0.170 mol m™ d', in both
years. The NEE then reverted to a net loss of CO; at the end of September. The
total duration of the CO, uptake stage was 145 days in 1999 and 127 days in 2000.
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Figure 1.7 Seasonal variation in the daily net ecosystem CO, exchange rate ( NEE ). The
solid lines indicate running mean values over ten days; (a): in 1999 and (b) in 2000
(Shimoyama, 2005).

Inter-annual - variation in the seasonal trend of NEE :was quite different
between the two growing periods,.although the phenology of the vascular plants
was quite similar. . The most- distinctive difference was that the highest summer
NEE spell appeared approximately three weeks garlier and lasted longer in 1999
than in 2000. This result can be attributed to different meteorological conditions,
because the biological activity of the bog ecosystem is significantly. correlated

with Sd and T,. The earlier occurrence of the peak stage in 1999 depended in

part on inter-annual variation in light response of F,, meaning that the earlier

sprouting of vascular plants are a cause of inter-annual variation.



1.5.4 FLUXNET and energy imbalance issue

.To better understand and determine NEE for each terrestrial biome, flux
research networks (referred to as, “FLUXNET?”; Baldocchi et al., 2001) were
developed. There are more than 260 flux measurement sites all over the world, but
most -are concentrated in Europe, the United States of America, and East Asian
countries. The following web site has more information:

http://www.fluxnet.ornl.gov/fluxnet/index.cfim
For better determination of annual & inter-annual NEE, better algorithms for the
eddy covariance techniques are being developed in the FLUXNET. Standard
correction methodologies for the flux measurements are found on the web site.

The :energy imbalance of equation (1.2) is a serious issue among the
FLUXNET research sites (e.g.; Wilson et al., 2002). In most sites, the RHS of
equation (1.2).is underestimated in-comparison with LHS (i.e., available energy).
There are some reasons for the energy imbalance. These include estimation errors

in ‘Rn’, G,and AQ, estimation errors in turbulent heat fluxes H and AE (i.e.,

mainly high-frequency losses of turbulence), insufficient averaging periods
related to nonstationarity (i.e., low-frequency losses of H and AE ), and
advection effects that are especially notable at night. Sakai et al., (2001) showed
that turbulent eddies with periods from 4-30 min account for about 17% of
low-frequency contributions to eddy fluxes over rough surfaces. Additional error
sources include flux divergence between the measurement height and the surface
or a non-zero mean vertical velocity (Lee, 1998), and effects of three-dimensional
mean velocity fields (Finnigan, 1999; Hiyama et al.,, 2006). Quantitative
evaluation of these contributions to the energy imbalance should be done at each
flux research site. : ‘

1.6 Modeling of soil - vegetation - atmosphere transfers

In this section, physical-based approaches (modeling) of terrestrial
ecosystems (or vegetatioh) in climate models are presented in order to aggregate
the scale of the canopy-scale fluxes to longer time-scale issues such as future
climate prediction. Modeling of soil — vegetation — atmosphere is crucial for
future climate prediction. Evidence is now very strong that regional-scale land
surface perturbations cause continental-scale changes in climate. There is also
evidence that regional-scale land surface changes in key regions can cause
significant changes in geographically remote areas by means of atmospheric
teleconnections. Climate models appear to be sensitive to the land surface because
these changes affect the exchange of water, energy, momentum and carbon
(Pitman, 2003). Thus LSMs are important’ modules in the simulation of future
climatc:.
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The canopy-scale fluxes of sensible heat, latent heat (and momentum) are one
of the:-important boundary conditions for the climate model. This  section
introduces the - history and important -equations . regarding LSMs. - Historical
classification of LSMs is given by Sellers et al. (1997) and Pitman (2003). Sellers
et al: (1997) defined first and second. generation LSMs; and Pitman (2003)
described third generation LSMs.: Brief explanatlons of these LSMs. developed,
since 1960s are shown below. o :

1.6.1 First generat1on land surface model - :

. The first LSM was .incorporated by Manabe (1969) into.a cl1mate model to
represent the seasonal or diurnal cycle of energy balance. A simple energy balance
equation ignoring heat conduction: into- the soil (not like equation (1.2)) was
introduced using a globally constant soil: depth and water-holding capacity. This
parameterization of hydrology is called the “Manabe bucket model”. The Manabe
(1969) LSM and a generation of simpler schemes are defined as first generauon:
LSMs (Sellers et al., 1997). L S =

- In the model, the surface sensible heat ﬂux can be represented as:
-1H=T—T',Q@p L L ,-.(_1.32)._

o

Where TS" ‘is'the’ .surface temperature, T, a referenc‘e temperature above 'the
surface, and v the aerodynamlc resrstance wh1ch represents turbulent d1ffu31on

above the surface. The latent heat ﬂux is expressed as

IE =ﬂ(f—(—ilii]i’;—" (1.33)

where B is surface moisture availability, which ranges between zero (dry) and
one _(saturated), e'(7,) the saturate’d' water Vapor pressure' at 7., e, the water
vapor pressure at’ a reference helght and y the psychrometrlc constant Tn the

first generation - LSM the latent heat ﬂux is controlled only ‘by. surface m01sturet
availability. Thus if the function of plants is modeled explicitly, this. model falls 1o
capture the complex1ty of the real system (Pltman 2003) » :

1. 6 2 Second gene1at1on land surface model .
‘Deardorff (1978) introduced a method for simulating soil temperature and

moisture in two soil layers, and that for air temperature using a single vegetation

layer. Deardorff’s (1978) soil model is called the “force-restore model.” Sellers et



(1997) described those LSMs that included vegetation models of the
Deardorff (1978) type as being second generation LSMs. Excellent examples of
the second generation model are those developed by Sellers et al. (1986, 1992,
1994, 1996) and Dickinson et al. (1986, 1993). These models are, respectively,
“the Simple Biosphere Model (SiB)” and “the Biosphere Atmosphele Transfer
Scheme (BATS) ” ‘

The important characteristics of second generation LSMs are the development
of micrometeorological contributions to' LSMs because surface fluxes are treated
explicitly and mathematically. As described. by Sellers et al. (1997), second
generation LSMs usually represent the vegetation - soil system interacting with
the atmosphere. These models differentiate between soil and vegetation at the
surface, thus albedo may vary spatially across a grid square. The second
generation LSMs also explicitly represent the impact of vegetation on momentum
exchange, which enhances the exchange.of sensible heat and latent heat.

The ‘eanep_y-lev'el latent_ heat flux’ (ﬂEC)' 1n se_cdnd generation ﬁSMs is
represented es | o | o | : .
e

R vt Y o
where r, is the canopy resistance (not surface 1651stance) which only simulates

the evaporatlve ‘flux from within the leaves to the atmosphere The second
generation LSM includes two. layers generating sensible and latent heat fluxes
(Figure9 of Pitman, 2003). Equation (1.34) represents latent heat transfer only
from a canopy to:the atmosphere, and thus it does not include that from a soil

surfacc. The canopy resistance 7, ‘is the inverse of thé canopy conductance g,
and ‘these two terms can be obtained from thé stomatal conductance "gs, or
stomatal resistance r, via appropriate scaling from a stomatal‘-scale function to a

canopy-scale. function. A common method (chklnson et al., 1998) is to use a leaf
area-index (LA]) 2

r = 4/4[ gc< gﬂ’.LA[‘; .. , | ., (1-35):
A relationship developed by Jarvis (1976) was uséd to r'epresent -3 in most

second-generation schemes and captures key responses of stomates to
photosynthetically active radiation (PAR), humidity de and temperature 7. It

also includes the leaf water potential y, which can be related to soil water

content in the root zone, root distribution and evaporative demand: (Pitman, 2003).
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g, =+ gs,max(PAR)[f(5e)f(T)f(w)] 36

Here f(é'e) f(T ), and f(y) are known as stress functions compared to

(PAR), which demonstrate gx, as a function of P4R without any other

gé‘l max

meteorological stresses. A major effort through the 1980s and 1990s was the
investigation of the form of each of the. stress functions in equation (1.36)
(Schulze et al., 1994). .

1.6.3 Th1rd generatlon land surface model :

The improvement in the third generation LSMs was the mcluswn of carbon
exchange by plants. Particularly, the major change from the second to third
generation LSMs is the representation of stomatal conductance (Figurell of
Pitman, 2003). :

A semi-empirical model of leaf conductance (Collatz et al. 1991) was

g, =m—4”—ﬁ"—+b (1.37)

CS

where, 4, is the net leaf assimilation rate, ¢, the partial pressure of CO, at the

leaf“sur_f'ace, h, the relative humidity at the leaf surface, m is an empirical

coefficient (m = 9 for most C; plants and. . m = 4 for Cy4 plants), and b is the
minimum stomatal conductance (around 0.01 for C; and 0.04 for C, plants); see
Sellers (1992) and Sellers et al. (1997). Sellers et al. (1992) derived methods to
scale the leaf-level models to canopy-scale models in order to provide estimates of

the canopy resistance r,, canopy photosynthesis A, and canopy respiration R,
(Figurevll of Pitman, 2003). k

-The third generation schemes are distinguished by the method: used to model
carbon. Thus, they can respond to changes in climate through influences of energy
and water exchange, and also respond physiologically with increasing atmospheric
CO; through the canopy conductance. They can then also respond structurally by
growing different leaves and taller trees.

1.7 Summary and future research issues

. This chapter described the basic- theoretical and technical approaches Lo
canopy-scale fluxes of heat, water vapor, and carbon dioxide in terrestrial



ecosystems. Also explained was the historical background of LSM in climate
modeling. Although the canopy-scale fluxes pertained mainly to time scales from
seconds to hours through ABL turbulence, those¢ accumulated outcomes appear
from seasonal to inter-annual time scales. Previous LSM in climate modeling was
somehow only a one-directional approach interacting with static terrestrial
ecosystem. and the atmosphere. However, actual interactions between terrestrial
ecosystems and the atmosphere are really. a dynamic feedback system. Not only
human-induced disturbance but also evolution of terrestrial ecosystems
themselves (or vegetation dynamics) interact with the atmosphere and thus- the
climate system. Therefore dynamic vegetation modeling is necessary - for
predicting future climate. Chapter 10 describes this research status and its issues
using “dynamic global vegetation models (DGVMs)”.
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Chapter 2

The Water Cycle in Forested Areas
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2.1 Introduct_ion

Forests cover only about 10 % of the globe, which is equal to about 30 % of

the land surface; however 90 % of the global photosynthesis occurs in forest areas.

Consequently, forests ftranspire a great deal of water associated with
photosynthesis and water is evaporated from the forest canopy during and after
rainfall events. Furthermore, water exchange between the atmosphere and forests
occurs not only in summer but also in winter, particularly from snow-covered
canopies. Thus forests represent a very important type of land surface in relation
to water management and the climate system, and it is necessary to understand the
effects of forests on the water cycle from the single plot scale through watershed
and regional scales, and up to the global scale.

Forests are characterized by having deep canopies, deep root layers and deep
and porous surface soil layers, compared to other vegetation types. These
properties are important factors affecting the water cycle characteristics; forests
affect both evapotranspiration ~and runoff. Evapotranspiration consists of
interception loss from the wet canopy during and just after precipitation events,
and transpiration from the dry canopy; canopy structure is an important factor in
the former situation, and forest physiology in the latter. Evapotranspiration
consumes much energy in the form of latent heat, and consequently affects not
only the water cycle but also the energy budget and thus the general
meteorological situation. The. runoff system is strongly influenced by soil
properties, and the flow path of water is determined by the presence or absence of
soil layer. Furthermore, runoff characteristics have a marked influence on
sediment discharge in watersheds. ‘ _

The characteristics of the water cycle in forested areas, especially
evapotranspiration, are discussed here because evapotranspiration results from an
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energy exchange between the atmosphere and the forests and it affects the
meteorological and climate systems. In addition, processes occurring during
winter in forested areas are also described in this chapter.

2.2 Water balance in the forest

Water balance is one of the most important hydrological characteristics at
every scale. The annual water balance is.represented as;

P=0+E+AS, o @.1)

where P is annual precipitation, Q is annual runoff, E is the annual amount of
evapotranspiration and A S is the change in water storage over a water year. (the
term “water year” denotes a period of 365 days, sometimes different from a
calendar year, which can be subdivided for hydrological analysis). It is impossible
to- determine the value of A S. It might fluctuate between positive and-negative
values. Over a sufficiently long period of several years, the value of A converges'
to zero, and this value is assumed here. : ' o
Watershed experiments have been conducted to elucidate the effects of forest
effects on the water balance. Two methods have been used: one is the ‘single’
watershed method, and the other is the paired watershed method. The latter is
mote accurate. Figure 2.1 is a schematic graph of the paired watershed method. In
this ‘method, two ‘or-more watersheds ‘that adjoin €ach' other with the same
geological and: topographical features are selected. Precipitation and runoff-are
firstly observed for several years under forested conditions for all watersheds.

Control™ ~| ~ ¢ c S Control
watershed | = - 7 7 i Co i watershed

Figufe 2.1 Schematic diagram of the paired Wa‘tershcd expcrfment.methgd ,



Then some treatments, for example clear- or partial felling, are carried out on all
the watersheds except for the one control watershed which is kept under a forested
condition. The differences in runoff characteristics between the control and the
treated watersheds before and after the timber cutting are analyzed.

Figure 2.2 shows the relationships between the reduction in vegetation cover
and the increase in annul runoff obtained for the 94 paired catchments covering a
range of meteorological conditions (Bosh and Hewlett, 1982). Annual discharge
increases with a reduction in vegetation cover regardless of vegetation types.
Figure 2.3 indicates the interannual variation in the increase of annual runoff after
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Figure 2.2 Relationship between the reduction in vegetation cover and annual stream flow
' increase obtained by the paired watershed mehod. (Bosh and Hewlett, 1982).
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Figure 2.3 Time series of stream flow increase after clear-felling in the Coweeta
Experimantal Watershed (Swank and Crossley, 1988). A

clear-felling in the Coweeta Experimental Watershed (Swank and Crossley, 1988).
Clear-felling was conducted twice, in 1940 and 1963. Annual runoff increased
rapidly just after both clear-felling episodes, and then decreased gradually. The
time series pattern of the runoff decrease after the second clear-felling was similar
to that after the first. These results indicate that the vegetation consumes
considerable quantity of water by evapotranspiration. Vegetation, especially
forests, is a great consumer of water.

The analyses mentioned above were focused on the annual water balance in a
watershed. How .can' we estimate the seasonal variation of water balance at the
watershed scale? The same concept represented in equation (2.1) is used to
analyze the seasonal variation of catchments water balance. The method is called
the short-term water balance method, and indicated by the following equation:

[ et = [ p)de - [ qat, 2.2)



where e(?), p(f) and g(¢) are the time series of evapotranspiration, precipitation and
discharge, respectively, and 7, and 7, are the start and the end times of the analysis.
The ¢(1) and g(¢,) should be 'selected during base-flow stages on the hydrographs,
and the differences between them should be as small as possible so that the
difference in water storage at f; and £, becomes small. It is also necessary to
ensure that the duration between f; and #; is adequate because the seasonal
variation in evapotranspiration can not be detected if the duration is too long, and
the accuracy will be inadequate if it is too short.

The results indicated in Figure 2.1 and 2.2 indicate that runoff from the
watershed decreased with increasing vegetation coverage. When does the runoff
decrease?, during the periods of direct runoff or base flow? Runoff changes after
the killing of pine trees by the pinewood nematode were analyzed in western
Japan (Abe et al., 1983; Abe and Tani, 1985). In this case, the soil layer condition
was protected after the killing of pine trees in this case. Base flow in the damaged
watershed increased 50 % in the winter season and 100 % in the summer season,
and the annual increase was about 70 %, compared (o the control watershed. The
damage by the pinewood nematode also affected the direct runoff. The amount of
direct runoff and the peak runoff increased about 30 and 20 %, respectively. The
increase in base flow results from the. decrease in transpiration, and the increase
during direct runoff is caused by the decrease of interception loss of precipitation.

We sce that the forests lose much water not only on clear and overcast days
but also on rainy days. The existence of the forest strongly affects the water
balance, and the characteristics of evapotranspiration are important in
understanding the water cycle in forested areas.

2.3 Evapotranspiration from forests

2.3.1 Theory of evapotranspiration

Evapotranspiration- is produced by the energy exchange between the
atmosphere and the forests. Figure 2.4 shows the schematic diagram of energy
flow in a forest, and the-energy balance is written as;

Rn-G=SH+LH+Pp, (2.3)

where Rn is net all-wave radiation; G is the ground heat flow, including that from
the canopy and trunk layers in forests; SH is sensible heat flux; LH is latent heat
flux; and Pp is the energy of photosynthesis. Pp is usually negligible in energy
balance analyses because it accounts for only about 3 % of the Rn.

Net all-wave radiation is expressed as
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Rn=(-a)-Sd+Ld+Lu (2.4)

where, o is the albedo of the surface, Sd is the incoming short-wave (solar)
radiation (W m™), Ld is the atmospheric long-wave radiation (W m™) and Lu is
the long-wave radiation emitted from the surface (W m™). The sensible and latent
heat fluxes are represented by the following equations ’

Figure 2.4 Schematic diagram of energy partitioning in forest areas.

SH=p-Cp-T-v (2.5)

LH=21-p-q-v, ‘ » (276)

where ois the air density (kg m™), Cp is the specific heat under constant
pressure (J kg'l), A is the latent heat of water (J kg'l), T is temperature (C), g is
specific humidity (kg kg™"), and v is the mean vertical wind s'peed (m sec™). These
fluxes are transferred by turbulence, and 7, g and v consist of temporal mean
values and fluctuations from these mean values. Thus, these variables can be
written as

T=T+¢ 2.7)
g=q+4q' | o 23)
v=1_1+v",' B (2.9) -
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where indicates the temporal average and * denotes the fluctuation for each of
the variables. Substituting equations (2.7)'— (2.9) into equations (2.5) and (2.6),
the sensible heat flux and latent heat fluxes are expressed as

SH=p-Cp-(Iv'+TV) = p-Cp-T' (2.10)

LH =2 p-(qV+g W) =A-p-gv'. 2.11)

Consider an example in which land surface temperature is higher than air
temperature and the upward direction is positive. The sensible heat flux is positive
and upward in this case. The value of v’ is positive as the vertical wind is upward
and 7’ is also positive because warmer air is flowing up from a lower layer.
However, #’ is negative when v’ is negative, and wind flow is downward. Thus,
there is a positive correlation between #* and v’, and the sensible heat flux is
positive. In constant, #* and v’ are negatively correlated and the sensible heat flux
is downward when air temperature is higher than ground surface temperature. The
values of #’, ¢’ and v’ can be directly observed by ultrasonic anemometer and
infrared gas analyzer.

2.3.2 Environmental variables, vegetation and evapotranspiration

The effects of environmental variables, for example, net all-wave radiation,
air temperature, atmospheric water vapor and wind speed on evapotranspiration
have been investigated. The Penman-Monteith formula is usually used to calculate
evapotranspiration above vegetated surface and can be written as follows:

A(Rn—G)+ p-Cp-(es(Ta)—e)/ra

A-LH =
A+y-(L+rc/ra)

, (2.12)

where A is the slope in the relationship between air temperature and saturated
atmospheric water vapor pressure (hPa C') at air temperature Ta (C), es is
atmospheric saturated water vapor pressure (hPa), ¢ is atmospheric water vapor
pressule (hPa), » is the psychrometer constant, ra is the aerodynamic resistance

(s m™") and rc is canopy resistance (s m’ h. :
The aerodynamlc resistance, ra, is related to the canopy structure and can be
written as:

Y we) . @13)
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where z is the observation height (m), z is roughness length (m), d'is the zero
plane displacement (m), 4 is the von Karman constant and # is wind speed at
height z. The relationships between the values of zy and d and vegetation height 4
(m) are approximately represented by the following equations for coniferous
forests.

d/h=0.61-092 (average: 0.78) ' (2.14)

z,/h=0.02-0.14 (average: 0.07) Co (2.15)

For low vegetation other than forests, these relationships.can be approximately
expressed as o

d/h=0.61-0.83 (2.16)

Zo/h=0.03—0.16 2.17)-
st

2001

100

- Aerodynamic Resistance

o1 2 3 4 5 ms™!
Wind Speed _
Figure 2.5 Two examples of the relationships between windspeed.and the
aerodynamic resistance. The linéindicéfes the relationship using the parametérsfor
a forest, and the line (2) for a grassland.

Figure 2.5 shows the relationships between wind speed at z=h+2 m and
aerodynamic resistance for a forest (A=10 m, z,=0.07 m, 4= 7.8 m) and a grassland
(h=0.1 m, zp=0.013 m, ¢=0.063 m). Thc valucs of acrodynamic resistance arc
smaller above a forest canopy than above a grass canopy under the same wind
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speed. This is due to the difference in roughness length between the land surfaces.
The roughness of a forest canopy is large, and the air is mixed well above the
canopy. :

The canopy resistance rc is mﬂuenced by plant physiological properties and
controlled by environmental factors. The primary factors affecting the canopy
resistance are solar radiation (more precisely PAR; photosynthetic active
radiation), atmospheric water vapor content, leaf temperature, soil moisture, and
atmospheric carbon dioxide concentration. Air temperature is often used instead of
leaf temperature when leaf temperature cannot be measured. Figure 2.6 shows the
general tendency of the resistance response for each of the five variables. The
canopy resistance rapidly drops as the solar radiation increases. For soil moisture,
the canopy resistance has a similar tendency. However, the resistance increases
with atmospheric water vapor deficit and/or atmospheric carbon dioxide
concentration. For air or leaf temperature, there is an optimal temperature, and the
resistance increases in both directions away from the optimal leaf temperature.

The above discussion relates to the case of a dry canopy. Stomata will close
when the canopy is wet, and interception loss occurs: The interception loss can be
calculated substituting rc=0 into equation (2.12). .

Tg
r

PAR T, D - co, Soil Mois.

Figure 2.6 Typical responses of the canopy resistances to the five variables.

2.3.3 Characteristics of evapotranspiration from a dry forest canopy
Evapotranspiration £ in equation (2.1) and latent heat flux LH in equation
(2.3) are cquivalent but expressed in different units; £ is measured in mm hr”', and
LH in' W m™; Water and energy exchanges above the canopy are 1elated to each
other through evapotranspiration. : '
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Figure 2.7 Energy partitioning in the typical landsurface types.

‘Forests consume a considerable amount of water as mentioned in section 2.2;
the energy balance above the forest canopy is affected by evapotranspiration.
Figure 2.7 shows a schematic diagram of the partitioning of energy by different
land cover types. Net all-wave radiation is maximal for a forest, and about 64 %
of net all-wave radiation is consumed in latent heat flux. However, net all-wave
radiation is minimal over bare land and the percentage of latent heat flux is also
small. The albedo of the top of the forest is smaller, 0.1 — 0.2, compared to that of
other land surfaces, as shown in Table 2.1. Forests absorb solar energy efficiently,
and transfer a large part of the energy absorbed to latent heat flux.

The ratio of sensible heat flux to latent heat flux is called the Bowen ratio,
and described as

B =SH/LH (2.18)

where f -is the Bowen ratio.

The Bowen ration is usually less than unity in forests of humid and warm
regions during the growing season, showing seasonal variation durlng the year
inyearinthese regions.



Table 2.1 The albedo in the typical land use
Forest Snow Sand Paddy field Wheat field Meadow
conifer hardwood new old wet dry
0.05- 0.1- 0.75- 0.45- 0.2- 0.3- 0.17- 0.1- 0.15-
0.15 0.2 0.95 0.8 0.3 0.4 0.22 0.25 0.25
6 ¥ T T T T
5t -
4 - -
a | *
E LS " e -
g +* . e
0 Zes g%* . .
.' ;. ..: ‘.o.o * -
Pe 4 &322 ¢ ]
! A ‘u:.& ‘e . - o o..: e
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Month of 2003

" Figure2.8 Seasonal variation of the albedo above the mixed hardwood forest

Figure 2.8 shows an example of seasonal variation in the Bowen ratio
obtained at the Seto experimental site, a mixed forest in central Japan in the
temperate climate zone. The seasonal variation is clearly “U-“shaped because
evapotranspiration drops in winter and the energy partmoned into sensible heat

in Seto,central Japan

flux becomes high. The opposite is true in the summer.
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Figure 2.9 Seasonal variation of the energy flux components the Bowen ration, and the
land surface condmon in the larch fo1est of eastern Siberia (Ohta et'al.,, 2001)

Is the Bowen ration during the growing season less than unity in forests
everywhere? Figure 2.9 shows the time series of the flux components, the Bowen
ratio, and land surface condition in a larch forest in eastern Siberia (Ohta et al.,
2001). The characteristics of the energy balance dramatically change after leaf
emergence. Latent heat flux increases when the trees begin to foliate at the end of
May. The sen31ble heat flux consequently drops at the same time although net
all-wave radiation is increasing, and the Bowen ratio also drops to unity. This
value remains close to 1.0 during the growing season and is larger than that
obtained in temperate and tropical forests. For example, the Bowen ratio at Seto is
about 0.3 during the growing season, and about 0.4 in an Amazonian tropical
forest (Shuttleworth et al., 1984). It was previously considered that much of net
all-wave radiation was consumed as latent heat flux above the forest canopy, but
the magnitude of sensible heat flux is almost equal to or larger than that of latent
heat flux in boreal forests (Sellers et al., 1995, Ohta et al., 2001, Hamada et al.,
2004). The atmosphere and the soil are usually dry in a high latitude region and
stomatal conductance becomes high in this region.



2.3.4 Characteristics of interception loss from a wet canopy

Evaporation also occurs from a wet canopy. This is interception loss, an
important component of evapotranspiration; 10 — 50 % (about 20 % in many case)
of precipitation evaporates from a wet canopy during and just after precipitation
events. Hourly interception rates of 0.15 to 0.33 mm h™' in coniferous forests and
0.37 to 0.45 mm h™' in broad-leaved forests have been measured (McNaughton
and Jarvis, 1983). These values are equal to transpiration rates on a clear day.

Interception loss is affected not only by meteorological variables but also by
rainfall characteristics. Figure 2.10 shows the relationships between rainfall
properties and the interception rate, the ratio of the amount of interception to
gross rainfall (Toba and Ohta, 2005). Interception rates are distributed widely
when the precipitation events are small; they converge toward an upper limit of
0.2 as precipitation events became larger. Interception loss is also affected by the
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Figure 2.10 The relationships between the rainfall properties and the interception rate
in temperate and boreal forests (Toba and Ohta, 2005).
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canopy structure. Figure 2.11 shows the relationships between the plant area index
(PAI) and the interception rate (Park et al., 2000; Toba and Ohta, 2005). The rate
increases with PAI because the storage capacity is high within a dense canopy.
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Figure 2.11 Rerlationship between the plant area index and the interception rate
(Park et al., 2000; Toba and Ohta, 2005)

Interception can also be derived from the energy budget above the forest
canopy during and just after precipitation events: Sensible heat flux above a wet
canopy is usually upward in a temperate forest even in daytime (Shuttleworth et
al., 1985; Takanashi et al., 2003). However, the opposite is sometimes true in a
boreal forest. Figure 2.12 shows the time series of air temperature differences
between two observation levels above the forest canopies in a boreal forest in
eastern Siberia and a temperate forest in central Japan (Toba and Ohta, 2005). The
air temperature is higher at the upper level than at the lower level above the
temperate forests during rainfall events, even during daytime, so that sensible heat
flux is downward. In contrast, the air temperature is higher at the lower level
during rainfall and the sensible heat flux is upward in the boreal forest. This
phenomenon may result from lower rainfall intensity in Siberia.
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Figure 2.12 Time series of air-temperature differences observed at two levels and
hourly hyetographs. Air-temperature differences were calculated by subtracting air
'temperature at the lower

2.4 Winter processes in forests

Evapotranspiration occurring in summer is discussed in the above sections.
There are certain phenomena particular to in forests during the winter
season.Forests have a low albedo but snow albedo is very high, as shown in Table
2.1. Figure 2.13 show time series of solar radiation, abledo and net all-wave
radiation above a deciduous forest and an evergreen forest in a midwinter (Ohta et
al., 1999). The albedo of forest floors covered with snow was more than 0.85
during this period. The albedo dropped to about 0.1 above an evergreen coniferous
forest and 0.2 — 0.25 over a deciduous broad-leaved forest, respectively; this value
was very low even in the deciduous forest. However, the net all-wave radiation
was similar at each site. The major reasons are that the albedo is lower above the
evergreen forest than the deciduous forest and thus, available short-wave radiation
is higher in the evergreen forest; and total long-wave radiation emitted from the
surface to atmosphere, including that from the canopy surface and the snow
surface, is also higher at the evergreen forest because the canopies are closed in
the evergreen forest and sparse at the deciduous forest.
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Figure 2.13 The time series for the incoming solar radiation, albedo, and
net-all wave radiation above the ash (deciduous) and Sakhalin fir (evergreen)
forests (Ohta et al., 1999)

The forest effects on sensible and latent heat fluxes are also substantial. The
magnitude of sensible heat flux is affected by whether snow is present on the
canopy. Sensible heat flux was smaller in the evergreen forest than in the
deciduous forest because part of the evergreen canopy was covered with snow
(Ohta et al., 1999); however the magnitudes were similar over the snow-free
canopies. The direction of sensible heat flux was always upward in this study.
Sensible heat flux dramatically changed when the greater part of the canopy was
covered with snow. Table 2.2 shows the daily net all-wave radiation, sensible heat
flux and latent heat flux above a Canadian jack pine forest and a lake (Harding
and Pomeroy, 1996). Sensible heat flux was always downward on the lake, but the
direction changed above the forest. The direction was upward when the canopy
was snow free on 3 and 4 March, 1994 and downward above the snow covered
canopy on 18 and 19 March, 1994. The combination of the effects of forests and
snow cover is extremely complicate.



Table 2.2 Daily averages of enelgy balance for the forested and the
lake site in Canada (Wm™ ) ‘(Harding and Pomeroy, 1996).
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Table 2.2 also indicates that latent heat flux is much greater from the canopy
than from the lake. The latent heat flux of 129.8 W m-2 for 10 hours is equivalent
to about 1.9 mm. This rate is about two-third of the daily evapotranspiration on a
clear day in summer. Evaporation from a snow-covered canopy was also
continuously observed in northern Hokkaido (Nakai et al., 1999). The average
evaporation rate was 1.2 mm day’' when the canopy was constantly covered with
snow. This evaporation was four or more times greater than that measured at an
open snow-covered site, 0.14 — 0.29 mm day" (Kojima et al., 1985). The large
evaporation rate results from the high roughness length of forest canopies.

The existence of forests in the winter affects not only the radiation balance
through the change of albedo but also heat and water transfer between the
atmosphere and forests. However, little is known -about evaporation from
snow-covered canopies. ‘ ‘ o '
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3.1 General principle of carbon cycling in forested ecosystem

Understanding carbon cycling and budget in forest ecosystem is very
important to assess the function of forest under global climate change (Schlesinger,
1997; Waring and Running, 1998; Chapin et al., 2002). In forest ecosystem,
biogeochemical processes of carbon include biotic and abiotic relations and their
interaction (Figure 3.1). In this chapter, the general outline and methodology of
carbon biogeochemistry in forest ecosystems are introduced in the beginning part,
then one of the typical example of the field study on carbon cycling and budget in
forested basin located in northern Japan (Shibata et al., 2005)is presented in the
letter part of the chapter.

3.1.1 Photosynthesis and respiration of vegetation

Photosynthesis of vegetation is primal process for input of carbon to
vegetation and soil ecosystem (equation 3.1). Photosynthesis rate of single leaf
is mainly controlled by several environmental factors including light, air CO,
concentration, water, nutrient (mainly nitrogen) and so on (See details in Chapter
9).

CO; + 2H,0 + light energy — CH;0 + H;O + O, 3.1

Net photosynthesis is the balance of photosynthesis and respiration from leaf,
shoot, branch, trunk and roots. Plant respiration (autotrophic respiration)
includes two major components, i.e. (i) maintenance and (ii) growth and synthesis
respiration. To express the productivitics in ccosystcm, GPP (Gross primary
productivity) and NPP (Net primary productivity) has been widely used (equation
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3.2).

NPP = GPP—Rp (3.2)
(Rp: Respiration of plant)

NPP of terrestrial ecosystems vary with different climate and vegetation,

ranging from 99 gC m™ y™' in tundra to 916 gC m™> y™ in savanna (Cramer et al.,
2000, Figure 3.2)

c respiration | photosynthesis
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Figure 3.1 General outline of carbon budget and cycling in forest ecosystem (modified from
Shibata et al., 2005).



3.1.2 Translocation of carbon from vegetation to soil .

Fixed carbon through NPP is utilized to synthesize above- and belowground
biomass. In aboveground vegetation, litter fall (leaf, branch and so on) from
canopy to soil is important process to supply the carbon to forest floor. Detritus
from above and belowground vegetation to soil was major input of carbon to soil
system.’ In particular, mortalities of fine root and exudates from roots are major
pathway for carbon supply in the soil system. Nadelhoffer et al. (1985) reported
the turnover rate of fine root ranged :

0.5-2.2 y™' in nine forest ecosystems in southern Wisconsin, US. Reich and
Bolstad, (2001) summarized that the 14 - 80 % of the NPP was produced in
belowground in temperate forest, indicating that the belowground process is very
important component for the ecosystem productivities.

Net primary production (€C m™2 y™)
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Figure 3.2 Net primary production of terrestrial ecosystem in various climate and vegetation
(Cramer et al., 2001). Bar on each bar represents the standard deviation (SD).

3.1.3 Soil respiration - .

- In soil system, CO, is emitted . from soil surface as result of autotrophic
respiration by root and heterotrophic respiration by microorganisms in soil. This
emission of CO, is termed as soil respiration. Rate.of soil respiration are
generally controlled by soil temperature and moisture. In general, Q¢ values are
used to indicate the sensitivity of soil respiration to temperature. Qo represents
the change in the rate of respiration for a 10 °C change in temperature (equation
3:3). :
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Rs = Ry Q1770 /101 (3.3)
Rs: Soil respiration
Ro: Basal respiration
T: temperature

Raich and Schlesinger (1992) summarized the annual rate of soil respiration
in various climate and vegetation, ranging from 60 gC m™ y' in boreal tundra to
1260 gC m™? y™' in tropical moist forest (Figure 3.3).

soil respiration rate (gC m y'1)
0 200 400 600 800 1000 1200 1400

T T T T

Tundra | |

Boreal forests "‘
Temperate coniferous forests |—<

Temperate deciduous forests

—
Tropical dry forests —

Tropical moist forests -

Figure 3.3 Annual rate of soil respiration in various forest ecosystems (Raich and Schlesinger,
1992). Bar on each bar represents standard error (SE).

3.1.4 Carbon storage and leaching from soil

Some part of carbon input to soil is accumulated in soil and leached from soil.
Dissolved and particulate carbon is transferred in soil horizon with the movement
of soil water. Dissolved carbon are consists of organic and inorganic carbon.
Dissolved organic carbon (DOC) is produced during the process of mineralization
of organic matter (litter, humus, detritus of microorganisms and exudates from
root). Various forms and molecules exist in DOC, including humic substances,
amino acids and so on. Since DOC plays a role of energy source, DOC is
important not only for microorganisms in soil, but also for heterotropics
organisms in aquatic ecosystem (Kaplan and Newbold, 2000). Dissolved
inorganic carbon (DIC) is derived from CO; in soil air which originated from
respiration of root and microorganism. In natural water, DIC has some forms
including HCO5', CO5%" and H,CO; depends on pH in water. Since dissolution
process of DIC produced proton, DIC in soil closely relates to silicate weathering



of parent materials.

Certain part of DOC and DIC are leached from soil to groundwater and
stream water, resulting (i) important source of carbon and energy in stream
ecosystem and (ii) possible source of secondary CO, emission through the
degassing from stream surface (Jones and Mulholland, 1998).

3.2 Monitoring and analytical method of carbon dynamics

3.2.1 Net ecosystem exchange (NEE) and NPP

Observation of eddy fluxes on the forest canopy has enabled us to quantify
the NEE (equation 3.4), photosynthesis and respiration between atmosphere and
canopy (Baldocchi et al., 2001, See details in Chapter 1).

NEE = Photosynthesis — Rav — Rs (3.4)
Rav: Respiration of above vegetation
Rs: Soil respiration

In general, NPP (expressed as equation 3.2) is determined measuring each
component in equation (3.5).

NPP = Increment of woody tissues + Litterfall + Grazing by animal (3.5)

Annual increment of diameter of breath height (DBH) and tree height are
usually measured to estimate increment of stand volume of vegetation in a certain
research area. Allometric function between DBH, tree height and biomass of
each component (leaf, branch, root and so on) of vegetation are used to estimate
annual increment of woody tissues (e.g. Hiura, 2005).

Litterfall of aboveground vegetation is usually measured using litter trap with
a certain collecting area (e.g. circular shape of 1 m?). It is essential for better
quantification to measure at a several points as replicates in the studied area
because the amount of litterfall largely varies with space.

Observation of NPP in belowground vegetation is difficult due to some
methodological reasons (Smit et al., 2000a). Sequent sampling of soil core,
in-growth core (Tripathi et al., 2005) and minirhizotron (Majdi et al., 2005; Smit
et al., 2000b) are often used to estimate rate of production and mortalities of fine
root. Disturbances during in situ sampling and measurement of root sometimes
cause serious uncertaintics for the quantification of root dynamics (Smit et al.,
2000b).

3.2.2 Soil respiration and soil solution
Closed or flow-through chamber system with an infrared gas analyzer (NDIR)
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is commonly used to determine the rate of CO, emission from soil surface (e.g.
Boone et al., 1998; Dantec et al., 1999). Using temperature-respiration functions,
annual soil respiration is estimated based on the continuous measurement of soil
temperature. ,

Various lysimeters are used to obtain soil solution for chemical analysis of
solute concentration in soil solution. Plate lysimeter with no suction is
commonly used to collect soil water which flows by gravity water movement,
while tension lysimeter with suction cup is usually utilized to collect soil matrix
water retained between the soil particles (Wolt, 1994).

3.2.3 Carbon in stream water

Dissolved and particulate carbon is existed in stream water of typical natural
watershed. DOC and DIC are usually analyzed after filtering using glass-fiber
filter (GF/F) (e.g. Shibata et al., 2001). Since the POC has various particle sizes in
stream water, different size of filter is used to separate each fraction of POC.
Water discharge rate has to be measured in stream to estimate the dissolved and
particulate carbon flux from the watershed.

3.2. 4 Analy51s of DOC, DIC and POC in water

DOC is usually analyzed using total carbon analyzer (e g. Shimadzu TOC
5000A, Shimadzu Co. Ltd. Kyoto). In this system, water sample is combusted at
high temperature (e.g. 680 °C) in the tube with catalysis and converted to CO, gas.
Then CO, gas is analyzed using NDIR sensor in the analyzer. . DIC is also
analyzed using the total carbon analyzer without combustion. For further
improvement to detect lower concentration of DOC, DIC in sample water is
removed adding strong acid and degassing before the DOC analysis.
Concentration of POC in the particle sample on the filter is analyzed using CN
analyzer after the drying. In this system, the particle sample is oxidized in the
combustion tube and converted to CO; gas, then detected by thermal conductivity
detector (TCD) (Burrman et al., 1996) . '

3.3 Case study on carbon dynamics in forested basin

In this section, the example of the case study on carbon cycling and budget in
forested basin is presented (Shibata et-al., 2005). This study was conducted as a
part of TEMA (Terrestrial Ecosystem in Monsoon Asia) program in IGBP
(International Geosphere and Biosphere Program)-GCTE (Global Change of
Terrestrial Ecosystem) project (Kohyama et al., 2005).

3.3.1 Background of the study
. The quantification of carbon budget and cycling is a useful research tool with



which to assess the role of forest vegetation and soil on carbon accumulation in
the ecosystem. Given the close relationship that exists between the carbon
dynamics of forest ecosystems and productivity within the ecosystem, carbon
dynamics has become a fundamental component of the research conducted by
ecosystem ecologists since international biological program (IBP) that was
conducted late 60s to 70s (Cole and Rapp, 1981). However, quantification of the
actual carbon sequestration rate in forest ecosystems is complicated by the
difficulty associated with measuring the rate of CO, exchange in the atmosphere
and ecosystem. Eddy-correlation techniques for assessing CO, flux over the forest
canopy provide quantitative information on net photosynthesis and respiration (for
both vegetation and microorganisms), or net ecosystem exchange (NEE)
(Baldocchi et al., 2001). '

NEE; measured using eddy flux at the boundary between the canopy and the
atmosphere -corresponds with the net flux of CO, including photosynthesis and
respiration, provides an indication of how much carbon was sequestrated-in the
ecosystem. However, while NEE provides useful quantitative information. on
ecosystem functioning associated with carbon sequestration, it cannot be used to
derive the extent partitioning of this sequestrated carbon in the terrestrial
ecosystem. Given that the difference in turnover time for carbon in the soil and
that contained in the vegetation is markedly different (Chapin et al., 2002; Malhi
et al., 1999), it is very important to assess the internal cycling and partitioning of
carbon in the vegetation and soil system separately. It is thus essential to compare
the carbon budget and the internal cycling in the same basin over same period.

In a previous study associated with the internal partitioning of carbon in
ecosystems, Malhi et al., (1999) indicated the carbon distribution and cycling in
forest ecosystems was highly dependent upon climate and vegetation type.
However, studies that have integrated monitoring of the carbon budget and
cycling in the same basin over the same period of time have rarely been conducted
to date. In the Asian region particularly, biogeochemical assessments of eddy CO,
flux and internal cycling and budget have been particularly limited (Yamamoto et
al., 1999), despite the occurrence unique climatic and other environmental
characteristics that distinguish the region from the relatively well-studied forests
of the northeastern US and northwestern Europe. In addition, this studied forest
has been recognized as sensitive ecosystem against environmental changes and
stresses because the forest was located on the infertile volcanic young soil in
transient zone from temperate to sub-boreal region.

Quantitative analysis of the carbon dynamics will not only provide
fundamental information of the biogeochemical processes of ecosystems, but also
contribute towards our current understanding - of the impact of carbon
sequestration on ecosystem functioning and the effect that this might have on
global climate change. The objective of this study was therefore to 1) quantify the
carbon budget and cycling, and, 2) understand the quantitative role of the
vegetation and soil on carbon sequestration in a forest basin.
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3.3.2 Study site

This study was conducted in the Horonai stream basin in the Tomakomai
Experimental Forest (TOEF) of Hokkaido University, located in southwestern
Hokkaido, northern Japan (42° 40° N, 141° 36’E). The Horonai stream is a
first-order stream with a basin area of 9.4 km®. The mean annual precipitation is
approximately 1,200 mm and the mean annual temperature is 7.1 °C. Vegetation in
the basin consists of .cool-temperate forest, mainly dominated by- secondary
deciduous forests that colonized the area after a typhoon in 1954. Approximately
50 tree species are co-existed, including Quercus mongolica var. crispula, Acer
mono, Acer palmatum ssp. matsumurae, and Magnolia hyporeuca (Hiura, 2001).
The predominant soil type is volcanic regosols (Andic Udipsamments, Soil Survey
Staff 1994), with the parent material of the soil consisting of clastic pumice and
sand that was deposited by eruptions of Mt. Tarumae in 1667 and 1739 (Sakuma,
1987). Other detailed characteristics of the vegetation, soil and streams of the area
have been described by Shibata et al. (1998 2001), Takahashi et al (1999) and

Hiura (2001)
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Figure 3.4 Seasonal fluctuations in monthly net ecosystem exchange (NEE) over the forest
canopy from 1999 to 2001 in TOEF, northern Japan (modified from Shibata et al., 2005).
Negative values represent net inflow of carbon from atmosphere to canopy.

3.3.3 Method of field observation and chemical analysis

CO; fluxes between atmosphere and canopy (NEE) was measured by applying
the eddy correlation method above the canopy layer from a 21-meter high
observation tower from 1999 to 2001 (Tanaka et al., 2001). The mean height of
the vegelation around the lower is approximalely 13 m. Atmospheric CO,
concentration was measured using a NDIR (Non dispersive infrared)-CO, sensor



(LI-COR 6262, Li-Cor Co. Ltd.) by the closed-path system. An ultrasonic
anemometer (DAT-600, Kaijo-Co. Ltd.) and CO2/H20 fluctuation meter (AH-300,
Kaijo:Co. Ltd.) were used for the measurement of these fluxes.

-~ Long-term inventory data collected for the Tomakomai Research: Station of
Hokkaido University was used to calculate the stand volume of various forest
stands in the study area. The investigated plot was 1 ha in area, and the. stand
volume and mortality of the above-ground vegetation were measured at every one
year interval. Both above- and below-ground biomass of the stand was estimated
by combining the measured stand volume and applying an allometric-growth
equation for each species derived from harvesting research previously conducted
in the study basin (Takahashi et al., 1999). A more detailed description of the
vegetation and the methods used to estimate biomass on a landscape scale was
described by Hiura (2001, 2005). Litter traps (1 m?) were used to collect litter-fall
from vegetation with 25 replicates in a representative secondary stand in the study
area. These samples were collected on a monthly interval, dried and weighed from
1999 to 2001 (Hiura, 2005).

Closed-chamber system and NDIR sensor (LI-6200, Licor Co Ltd.) was used
to measure soil respiration (Yanagihara et al., 2000). Twelve circular chambers
(71.6 cm®) were installed.in stands of forest considered representative of the study
area. Soil respiration and surface soil temperature (0-10 cm) were measured using
the sensor of 10 cm long at monthly intervals during periods of no snowfall from
1999 to 2000. The relationship between soil respiration and soil temperature
derived empirically and used to extrapolate annual soil respiration using the
continuous soil surface temperature data; one of the long-term meteorological
parameters collected at the Tomakomai Experimental Forest,

The tension-free lysimeters was installed under the forest floor and in mineral
soil (1.5 m deep) to collect the soil gravity water. Four lysimeters were thus
installed below the forest floor and two lysimeters in the mineral soil at the bank
near. the middle part of the stream. Stream ‘water was collected from the upper and
lower river reaches at. two-week intervals and analyzed for dissolved organic
(DOC) and inorganic carbon (DIC) concentrations using a TOC analyzer (TOC
5000A, Shimadzu Co. Ltd.). Particulate organic carbon (POC) (particles > 0.7 pm)
was also measured by filtering the stream water collected from the lower stream
reaches (Shibata et al., 2001). Total carbon content of the particulate material was
analyzed using a CN analyzer (PE 2400 II, Perkin elmer Co. Ltd.).

Stream height 'was measured continuously using a pressure transducer and
data logger at the weir station located at the lower stream reaches. Stream
discharge was calculated using an empirical relationship between stream height
and observed-discharge -(Shibata et al., 2001). Carbon flux in the stream was
calculated by multiplying the carbon concentrations for DOC, DIC and POC, with
discharge. Given that this basin was located in very flat region, and on course,
volcanic, gravel deposit suggesting that the groundwater inflow from the
neighboring basin might affect the hydrologic budgel, differences of the flux
between upper and lower stream reaches were used to quantify net export of DOC
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and DIC from soil to stream (Shibata et al., 2001). The influx:of POC from the
upper stream reaches. was assumed to.be negligible because most of the POC
would have been derived from the riparian canopy and the riverbank. Throughfall
was collected using a circular funnel (30 c¢m in diameter) at the riverbank and
analyzed for DOC and DIC. concentrations. More detailed methods for calculating
the contributions of the soil and stream on carbon dynamics were reported by
Shibata et al., (2001). : -

334 Budget calculation

- All carbon flux-measurements were conducted from 1999 to 2001 Mean
fluxes for the three years were used in the budget analysis. We used the steady
state budget for vegetation and soil as illustrated .in equations (3.6) and (3.7),
respectlvely, to analyze the carbon dynamlcs of the ecosystem. :

NEE Rs —LF+AB +AC .. (3.6)
NEE: Nét ecosystem exchange :
Rs: Soil respiration . S
LF: Litterfall and mortality of above vegetatlon
- AB: Above-ground biomass increment -
AC: Allocation from above to below vegetation

AC—BB +LF =S8R+ DC+ 5§ . '(3.7)
. BB: Below-ground biomass increment

DC: Discharge to stream

SS: Carbon storage in organic and mineral soil

Measured carbon fluxes were NEE, SR, LF, AB, BB and DC, while the estimated
carbon -fluxes based on these equations were AC. and SS. Left side of equation
(3.6) (=NEE — SR) correspond with gross ecosystem exchange (GEE).

3.3.5 NEE.of the forest ecosystem : ' _

Figure 3.4 shows the seasonal fluctuation in monthly NEE over the canopy.
from 1999 to 2001. Negative values for NEE indicate net CO; transport from
atmosphere.to ecosystem. Atmospheric CO, was sequestrated mainly from June to
October each year. Maximum estimates of carbon uptake ranged‘from -80 to -100
gC m’? month-1 from June to July (Figure 3 4) :

Annual mean:NEE (-258+36 SD gC m? y™') in this bas1n is: comparable with
that reported for a growing of season similar length (about 150 days) in the
worldwide CO; flux network (FLUXNET, Baldecci et al., 2001). However, for the
eddy measurements, .it should be noted that several uncertainties regarding the
applicability of the techniques still remain including, (i) difficulties in measuring
eddies during periods of high atmospheric stability and the irregularity of the



canopy surface,. and, (ii) the drainage flow of CO; across ‘the stream valley
(Baldocci et al., 2001) These uncertainties might affect the estimation of the
unmeasured flux; particularly the allocation of carbon from the vegetation to the
soil. In addition, we used the compartment model for the carbon budget {as
discussed below), which assumes a steady state on an annual basis. It should be
noted that - actual carbon transport sometimes  fluctuates and is transient. For
example, the aforementioned buffering function of the soil system against
temporal fluctuations in-carbon input would be attributed to the transient system.
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Figure 3.5 Relationship between soil respiration and:soil surface temperature (0-10 ‘cm) in
'TOEF, northern Japan (modified from Shibata et al., 2005). Data.were obtained at different
" - months during non-snowy period. Bars represent standard deviations.: -: :

3.3.6 Carbon dynamic in vegetation-soil-stream system

Soil respiration was observed to fluctuate with in response to changes in soil
temperature (Figure 3.5). The Qo value was 2.7 and the annual flux of soil
respiration over three years was 592 (+55 SD) gC m™ y! within the range of
reported values for temperate forest (Figure 3.3). The annual flux of soil
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respiration-was approximately two times larger than the NEE in this studied basin.
Given this relationship between respiration and NEE, gross: -ecosystem exchange
(GEE; ‘the net flux of photosynthesm and resplratlon for - the above-ground
vegetation) corresponded with 850 gC m?y! : : o

-Litterfall occurred mainly in late: summer and fall (October and Novembex) of
each year. The annual carbon sequestered by: the vegetation was approximately
42.% of the NEE. The sum of the litterfall. and .mortality for above-ground
vegetation was-197 gC m?.y’, accounting for the organic:carbon. input from the
above-ground vegetation to soil surface.

In the soil system, dissolved organic carbon decreased with depth of the
ground (Figure 3.6), suggesting that the adsorption and/or decomposition of the
DOC were the dominant mechanisms of DOC retention in ground (Shibata et al.,
2001). In general, volcanic pumice-is considered to have a relatively high ability
to adsorb solutes to the solid phase of soil. The estimated total carbon pool in soil
from the O horizon to rﬁineral soil of 100 cm depth was approximately 5500 gC
m™? (Sakuma, 1987; Eguchi et al., 1997), corresponding to values approximately
38 times larger than annual net carbon sequestration in soil. Assuming most of the
organic carbon accumulates within the 0-100 cm soil, then the mean residence
time of sequestrated carbon in soil is estimated at approximately forty years in
this basin. DOC concentration in soil water from the mineral soil (1.5 m deep)
was still significantly higher than that of stream water (Figure 3.6), suggesting
that the depletion of DOC in soil water occurred deeper in mineral soil.
Consequently, the mean residence time of the carbon in soil that estimated above
could be still underestimation in this study. The analy51s of the quantitative
dynamics in the deeper mineral soil would be a key process to understand the
buffering function of the soil system on the temporal fluctuations of.the carbon
input from atmosphere-vegetation system.

DOC, DIC and POC- concentrations-in stream water Varled with the change of
stream discharge (Figure 3.7) although the magnitude of the temporal fluctuation
was not so large compared to another région. Stream export of DOC, DIC and
POC was considered an outptt of carbon  from the terrestrial ecosystem. Annual
mean export of dissolved and particulate carbon from soil to stream for three
years was 4.1 (1.8 SD) gC m™ y”"' and DIC, DOC and POC accounted for 68, 13
and 19 % of the total carbon export to the stream. The total export of carbon to:the
stream corresponded to only 2 % -of the NEE flux'in this basin.. DOC
concentration was higher in the surface soil water, and tended to decrease with
depth of ground. DIC was a major carbon forms in stream water collected from
both the upper and lower stream (Figure 3.7) reflecting the soil and bedrock
characteristics (young volcanic pumice).
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3.3.7:Carbon budget in the basin -

‘Based on the NEE and export to the stream, the annual net carbon
sequestratlon rate in this basin (=NEP; Net Ecosystem Productivity) was 254 gC
m™ y'. The carbon allocation from the above- to below- ground vegetation
calculated using equation (3.6) was 549 gC m™ y™', corresponded to 65 % of GEE.
The carbon budget in the soil (equation 3.7) indicated that 146 gC m™? y' was
sequestrated in -the soil in this basin. The “annual carbon sequestration in
vegetation and soil accounted for 43 and 57 % of NEP, respectively. The total
input of carbon from the above- and below- ground vegetation to the soil was 730
gC m™ vy, including the litterfall, mortality of above-ground Vegetatlon root
detritus and root respiration.

In this forest basin, net carbon sequestrated in the ecosystem is partitioned
between the vegetation and soil almost equally on an annual basis (Figure 3.8).
The total litterfall and above-ground tree mortality accounted for 27 % of the total
carbon input from the vegetation to soil. Consequently, the transport carbon
through the roots into the soil was an important pathway for carbon input to the
soil. Since CO, input via root respiration to soil would ordinarily be balanced by
emission from ‘the ‘soil surface to the atmosphere in a annual steady-state (no net
change in the storage of CO, in soil on annual basis), the organic carbon input via
root detritus-and exudates could be an important form of carbon for the net release
of carbon from below-vegetation to soil. The net increment of root biomass (16
gC m™ y'; estimated using the allometric-growth equation obtained from
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harvesting measurements) suggested that the increment in very fine root biomass
might have been underestimated in this budget. Detailed measurement and
estimation methods will be required to clarify the extent of fine and very fine root
production with respect to the carbon sequestration (Shutou and Nakane, 2004;
Satomura et al., 2003). Reich and Bolstad (2001) reported that the net primary
production of below-ground vegetation accounted for 14-80 % of the total net
primary production in various temperate forest ecosystems.

1.0
1 08
1 08
1 07
1 0.6
1 05

@
P

(;5 W) a3.aeyosip

1 03
1 0.2
1 0.1
0.0

5—Jan 24-Feb 14-Apr 3-Jun 23—dJul 11-Sep 31-0ct
date

. l—O——DOC ——DIC —— POC —»—DTC .—dischargel

Figure 3.7 Seasonal fluctuation of water discharge, DOC, DIC, POC and DTC (dissolved
total carbon = DOC + DIC + POC) concentration (2000) in Horonai river in TOEF, northern
Japan.

‘Hiura (2005). indicated that the secondary forest that is.the dominant
vegetation type. in this basin showed more higher net biomass increment than the
mature forest also found in this basin, suggesting that the higher sequestration rate
of the vegetation and soil in this basin may mean that the forest in the study area
was relatively young and at an early stage of succession. Since most of the forest
stands in this basin became established after a large disturbance caused by a by
typhoon in 1954, the growth rate of the vegetation seems to be still increasing.
The soil is also a very young regosol that developed after the recent eruption of a
volcano within the last several centuries.- These age characteristics of vegetation
and soil would affect the NEP in the basin. Furthermore, since the study area is
located near urban and industrial areas (Shibata et al.; 1998), the forest ecosystem
currently receives slightly elevated amounts of atmospheric nitrogen (4-5 kgN ha™
y™ of wet deposition, Shibata et al., 1998). The effect of nitrogen deposition as a
nutrient input on carbon sequestration would need to be-examined more closely to
determine if the input of nitrogen nutrients from the atmosphere would enhance
the uptake of carbon in the forest (Lloyd, 1999; Nadelholer et al., 1999). See next
chapter for more information of linkage between carbon and nitrogen



biogeochemistry. ~ : :

The study presented in this section suggest that the fundamental
characteristics of the parent materials of soil and the chronological attributes of
the vegetation and soil - including natural disturbances in the past - was an
important factor affecting the current NEP and the partitioning of sequestrated
carbon in the ecosystem. An integrated regional cross-site analysis of carbon
biogeochemistry, including eddy measurements and budgets under the various
environmental conditions would improve our understanding of the role of forest
ecosystem functioning on global climate change.

3.4 Suggested literature

Several key textbooks; Chapin et al. (2002) Schlesinger (1997) and Warning
and Running (1998) are recommended for further understandings of carbon
biogeochemistry in forest ecosystem.
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4.1 General principle of nitrogen cycling in a forested ecosystem

Nitrogen is an essential nutrient for plants. Forest plants make organic matter
from H,O and CO; by plotosynthesis, and nitrogen is not necessary for
photosynthesis processes. However as plant leaf tissues where photosynthesis
occurs contain nitrogen, deficits of nitrogen limit photosynthesis and control
carbon cycling in a forest ecosystem. Plants do not show symptoms of nitrogen
deficiency even when sufficient nitrogen is not absorbed, because they grow
slowly to adapt to a nitrogen-deficit condition (Schlesinger, 1997). This nitrogen
control of carbon cycling and growth rate is referred to as, “nitrogen as a limiting
nutrient in a forest ecosystem.” The general principle of mtrogen cycling in a
forest ecosystem is summarized in this section. ‘

Figure. 4.1 illustrates nitrogen cycling in a. forest ecosystem. Nitrogen is
supplied from the atmosphere dissolved in rainwater. This nitrogen deposition rate
depends.-on the atmospheric . cnvironment, and is usually very low in a clean
atmosphere. In recent years, human activity has supplied a great amount of
nitrogen compounds into the atmosphere which has brought about a. high
atmospheric nitrogen deposition rate in forests. This high atmospheric nitrogen
input is thought to be very important for forest nitrogen cycling, and the next
section will discuss in detail the-effects of atmospheric nitrogen input on forest
nitrogen cycling. Another nitrogen input to forest ecosystems is nitrogen [ixation.
Nitrogen fixation is a biological process by microscopic organisms which converts
N, gas into NH,4™. Nitrogen fixation is-an important nitrogen source in the early
succession stage of forests, but usually is not active in mature forests. -
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In a forest ecosystem, soil organic matter is decomposed and organic nitrogen
is converted to NH," by soil microscopic organisms. Adequate amounts of NH,"
are then converted to NOj by nitrification. NH," and NOj produced in soil
dissolve in water and up-taken by the roots of plants. NH," and NOs™ taken up by
plants are synthesized into organic matter again, and supplied to soil as litter fall.
This internal cycling of nitrogen displays how nitrogen travels between plants and
soil while changing to organic and inorganic forms of nitrogen. The main process
for how nitrogen is output is the occurrence of stream nitrogen leaching. NOj™ is
the main form of nitrogen in such a stream, but usually the NO5 level is quite low
in the stream. Input and output of nitrogen is quite small in comparison with the
internal nitrogen cycling within a forest ecosystem This nitrogen cycling can be
characterized as a closed system.

Nitrogen fixation
Atmospheric deposition

Forest ecosystem

plants

Litter fall / /1 ptake

soil

Stream leaching

_—

Figure 4.1 Outline of nitrogen cycling in a forest ecosystem

4.1.1 Effects of nitrogen deposition on forest ecosystems

Atmospheric pollution has an effect on forest ecosystems, and some forests in
Europe and the ‘U.S suffered from severe damage by the acidic deposition that
became known as, “Acid Rain”. Nitrogen oxides and sulfur oxides are oxidized,
and the NO; and SO, in rainwater causes acidification of the rainwater.
Fortunately, severe damage to forests by acid rain has never been detected in
Japan. In Europe and the U.S., sulfur oxides emissions have become regulated
and the problem of acid rain has improved in recent years.

Another aspect of acid rain which contains nitrogen in available form, is that
nitrogen fertilizer is applied to forest ecosystems by this atmospheric .pollution.
Atmospheric nitrogen deposition is considered as an excess nutrient supply, and
its.effects on a forest ecosystem- has been intensively studied since the late 80’s,

Biogeochemical processes that control NOs™ leaching from forests have been



intensively studied recently in association with “Nitrogen saturation” in forest
ecosystems (Aber et al., 1989). Gundersen et al. (1998) showed that nitrogen
concentrations and transformation rates in forest ecosystems were closely related
with nitrogen leaching below the rooting zone and subsequently entering into
streams. Increased nitrogen concentrations and nitrogen transformation rates in
forests (increased nitrogen availability) were thought to be responsible for
nitrogen leaching into streams. Stream water NOs™ concentrations and nitrogen
availability within the forest ecosystem correlated each other, which means that
stream water chemistry can be a useful index indicating catchment environment
on a macro scale. :

4.2 Nitrogen in stream and forest environments

River water quality in Japan will be discussed in this section. The Japanese
government conducted river water quality monitoring at over 6,000 points located
mainly near river mouths, to detect human influences on river water quality. These
data show that human activities (drainage from houses, paddy fields) are affecting
river water chemistry as high nutrient concentrations were found around big 01t1es
(e.g. Tokyo, Nagoya and Osaka) in Japan.

The chemistry of headwaters in forested areas in Japan has been monitored by
researchers and discussed in previous studies. These studies, however, covered
only a limited region in Japan (eg, Yoh et al., 2001), and though the monitoring
sites covered a variety of areas in Japan, the sampling density was not sufficient
for discussion of the stream water chemistry on a Japanese national scale (Hirose
et al., 1988, Toda et al., 2000).

Stream water chemistry = was controlled by forest biogeochemical
environments which include geological bedrock, topography of the catchments,
soil type, tree species, climate and many other factors. When integrated, these
effects can be detected from stream water chemistry, and would be a useful index
for indicating forest environments at the catchment scale. However, observation
data of stream water chemistry is limited in Japan and the basic knowledge about
stream water chemistry is not well understood. As an example of this, the
previous studies did not even provide national average values of stream water
chemistry.

To understand the formation processes of stream water chemistry, Konohira et
al. (2004) conducted systematic stream water sampling and chemical analyses as
part of Japan-Wide Stream Monitoring (JWSM) 2003. In the following sections,
an-outline of the JWSM 2003 is described, and the relationship between nitrogen
concentration in streams and forest environments is discussed ,
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4.2.1 Methods for stream water chemistry observation

A total of 1,278 samples from - stream headwaters were collected in the
summer season of 2003 (July 1% to  October 11™). Samples were collected only
once from each location during the period. All catchments were covered by forest
and  completely free from human influences,: such as houses, paddy fields and
croplands. Catchment areas varied, ranging on sites from less than 1km?* to more
than 100km?, with 5.3km? as the average. As stream samples were collected under
different climate conditions, samples were taken as much as possible in ordinary
flow conditions and not during or just: after rainfall. This was to avoid direct
influence of rainfall on the stream water chemistry. About 30 sampling points per
prefecture were chosen before sampling to cover all areas of the 47 prefectures in
Japan, and 100 points were chosen for Hokkaido Prefecture which makes up a
large portion of Northern Japan. Okinawa Prefecture, cons1st1ng of many islands
in south-west Japan, was excluded from this sampling and no suitable sampling
sites could be found in Chiba Prefecture because of steep topography and the
existence of houses in headwater areas. When locations -were judged to be
unsuitable for sampling due to human influences in the field, the sampling sites
location was changed to a. su1tab1e one nearby or sampling was not conducted at
that location. :

. The 1,278 samples were collected by 11 people: Who trained beforehand on
the sampling procedure in order that it would be standardized:. Samples were
collected in clean polycarbonate bottles (1 or 2L, No.2015, Nalgene, Nalge Nunc
International, U.S.A.) after being rinsed 3 times by the sample. For slopes near
streams that were too steep to access the stream water, the water was usually
collected from a bridge with a rope connected to a polyethylene hand bucket. The
rope was washed several times before use to prevent it from contaminating the
sample. Collected samples were kept under refrigeration and sent to a laboratory
by a transport company (Yamato transport Ltd). Samples were filtrated usually
within. 24 hours after sampling with.a Whatman GF/F filter at the laboratory.
Electric. conductivity .(EC,. Model D-25, Horiba Ltd., Japan) and pH (Model
CM-14P, TOA Electronics Ltd., Japan) were measured immediately after filtration.
Alkalinity was also measured for some unfiltered samples by the titration method.

Filtl“ated Salnpleé were put in 50ml polyethylene bottles (‘I - BOYQ As orie LTD.,

Japan) after .being rinsed 3 times, then were frozen and kept at —40°C until
analysis. The defrosted samples were filtered again with a 0.22 um membrane
filter and the concentrations of Na®, NH,", K" ,Mg2+, Ca**, CI', NO5™ and S04

Were measuled by ion chromatoglaphy(Model Dionex DXSOOV'Separation

column AS814(anion), CS14(cation), Eluent: 3.5 mM Na,CO; + 1.0 mM NaHCO;
(anion), 10 mM methanesulfonic acid (cation),.standard solutions: 2 ppm, 10 ppm,
50 ppm) '

Some samples showed much higher concentrations of some components due
to the contribution of hot spring water from volcanic areas. The extreme values of



each ion were judged by the Smirnov test (p<0.01) and samples containing
extreme values were omitted. 36 out of the 1,278 samples were omitted by the
Smirnov test, meaning that 1,242 data samples were used in this analysis.

4.2.2 Stream water chemistry in Japan o

Stream water chemistry averaged for Japan is shown in Table 4.1. Anion
deficit equivalents (Table 4.1) were calculated by subtracting the sum of anions
from the sum of cations in the equivalent. Anion" deficit corresponded with the
alkalinity, composed of mainly HCO; with a pH range of around 7 (Figure 4. 2).
These results show that ion concentrations-measured by ion chromatography are
reliable. -

The Japanese average values and concentrations of EC and pH and CI', NO;’,
S0,”, HCO™, Na*, NH,", K, Mg®" and Ca®" were 6.94ms/m, 6.84, 119uM,
26.2uM, 62.8uM, 344ueq/L 211;,LM 6.1uM, 16.4pM, 55.8uM and 135uM,
respectively. The major anion was HCO3", which makes up more than half of the
total anions in equivalent bases. Cl-, SO42‘, and NO;” follow HCO3", but SO42' was
comparable with Cl” in equivalent bases. NO3™ was higher than CI” or SO4* in
some regions of Japan (e.g. Saitama Prefecture), but it is a minor anion in the
overall Japanese average.

Na" was higher than other cations but Ca>" was the highest in equivalent basis.

Mg** followed by Na* and Ca®*, NH;" and K' showed low concentrations
compared with other cations, and the NH4" concentration was much lower than the
other nitrogen compound, NO;".

Features of these ion concentrations in Japanese streams waters are discussed
in comparison with data collected in Europe. Lahermo et al. (1995) observed
1,165 streams throughout Finland and the results of that study showed higher
concentrations than those of Japanese stream waters did for all ions except HCOs".
The NOj".concentration in Finland (73uM) was especially higher than that in
Japanese stream waters (26.2uM). Binkley et al. (2004) also reported stream water
NOs3" concentrations in the U.S. and reported 44uM as the average value in over
300 streams. Japanese stream waters are therefore characterized by low NOj
concentrations compared with those in Finland and the U.S. Other ions, excluding
HCO;" were higher in Finland than in Japan, but differences in concentrations of
Japanese and Finnish streams were nearly two times higher. The relative order of
amounts in mol bases in Japan, HCO5; > CI” > S0, > NO;5 in anion, and Na* >
Ca*" > Mg”" > K" in cation, were in the same order as Finnish streams.
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Stream water chemistry averaged in Japan

Table4.1
EC (mS m™) pH CI (uM) NOy (uM)
n average SD average  SD average SD average SD
1242 6.94 3.42 6.84 031 119 88.2 -26.1 25.4
SO,” (uM)  anion deficit (i eq) Na' (uM) NH," (uM)
n average  SD average 'SD  average SD average  SD
1242 62.8 61.1 344 235 211 115 6.1 3.8
K (uM) Mg”" (uM) Ca” (uM)
n average SD average  SD average  SD
1242 16.4 ‘9.6 ; 55.8 43.0 ‘135 108
600.
500
400
3
g.
> 300 |
:—Em 200 |
100 |
0 .
0 100 200 300 400 500 600
‘ ' Anion deficit (4 eq/L)
Figure 4.2 Relationship between anion deficit equivalent and alkalinity.



4.2.3 Distribution of stream water quality in Japan and its controlling factors

Stream water chemistry is quite different depending on the site, indicated that
regional distribution of stream water chemistry and its controlling factors must be
discussed in detail. But environmental factors controlling stream water chemistry
are different depending on the substances, so detailed analysis of the controlling
factors on stream water chemistry will be needed for each substance. An analysis
of NOs” distribution and its controlling factors is conducted in this section.

Figure 4.3 shows the distribution of stream water chemistry in Japan. NO;",
Cl, SO, and pH distribution are selected, and shown in this figure. CI’
distribution clearly indicates that streams near sea costs showed higher
concentrations while lower concentrations were found in inland areas. Cl” is a
typical substance originating from sea salts, so the distance from the sea is the
main factor controlling CI” in streams. SO42' and pH distribution did not show any
characteristic - features at first sight. S04+ and pH distributions are, however,
believed to be related to geological features in Japan (data not shown). Geological
effects will be important to understand these substances.

Streams in-the northern part of Japan (Hokkaido and the Tohoku region)
usually showed very low NOs;  concentrations. Forest ecosystems in low
temperature areas retained nitrates within the ecosystems and did not release NO3”
to streams. Higher concentrations were found around the Metropolis of Tokyo and
also along the Seto Inland Sea. These areas are located in the middle of Japan, and
no characteristic climate conditions could be found in these areas. On the other
hand, these areas o
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were very close to big cities including Tokyo, Osaka, Okayama, Hiroshima and
Fukuoka, suggesting that human impact highly contributes to stream NOs
concentrations. These streams are free from direct influences of human activities,
such as houses, paddy fields or croplands. Only indirect inﬂuénces of nitrogen
pollution by way of atmosphere could explain the higher NO; concentrations
around big cities.

Higher NOs".concentrations around big cities (Figure 4.3) strongly suggested
that atmospheric nitrogen deposition would be a main factor in determining NO3”
levels in Japanese streams. Figure4.4 shows the relationship between stream NO3”
concentrations and atmospheric nitrogen deposition rates to the catchments
(Shindo et al., 2005). Significant correlation was found between them, confirming
that atmospheric nitrogen deposition rate was a main factor in determining NOj5
levels in Japanese stream waters. However, the correlation coefficient between
stream NOj; concentration and atmospheric nitrogen deposition rate was low
(Figure 4.4), so other factors might contribute to NO3 levels in Japanese stream.
Application of multiple regression analysis showed that catchment slope,
catchment - direction, annual precipitation, annual mean temperature and
atmospheric nitrogen deposition rate were significant parameters for stream
NOj concentrations. The relative importance among these parameters was studied
by analyzing their by normalized coefficients. Normalized coefficients were 0.501
(atmospheric nitrogen deposition), -0.275 (annual precipitation, negative
correlation), 0.250 (annual mean temperature), 0.142 (catchment slope) and -0.081
(catchment direction).
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Figure 4:4 Relationship between atmospheric nitrogen deposition rates
(Shindo et al., 2005) and stream NO3™ concentrations.



4.2.4 Change in Japanese stream water chemistry over the past 50 years

JWSM 2003 was the first opportunity to investigate stream water chemistry in
Japan on a national scale. But about 50 years ago (1943-1958), Kobayashi (1971)
reported river Japanese water chemistry on a national scale. He mainly observed
major rivers having a large catchment area and many of the observation points
were located downstream in comparison to those for JWSM 2003. Though the
sampling locations were different, these two observations were conducted to
understand background levels of river water chemistry. The observation results by
Kobayashi (1971) did include some that were directly influenced by human
activities, but the observation period (1943-1958) was before the rapid economic
and industrial development in Japan after 1960. The river water chemistry then
might be relatively free from human influence for many substances, and it should
have been close to stream water chemistry at that time. Thus it is assumed that
changes in Japanese stream water chemistry over the past 50 years can be detected
by these data sets. As mentioned above, sampling locations were different in the
two data sets, and the average values for prefectures were used. for compauson
(Figure 4.5).

Flgure 4.5 shows that pH- decreased and HC03 increased in the last 50 years.
Other anions and cations usually decreased except for nitrogen compounds, NOs”
and NH,". These results suggest that stream water chemistry has changed over the
past 50 years and that forest environments controlling stream water chemistry
might also have changed in this period. The reasons and mechanisms which
generated these changes are not clear, but clear increases in NOs;~ concentration
during this time period support the conclusion that atmospheric N deposition
would be a main factor in controlling NO; levels in 2003. Increases in
atmospheric N deposition in the last 50 years could explain the increase of NO3”
concentration in stream water in this period.
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4.3 Implications of carbon and nitrogen dynamics in forested

ecosystems

- Carbon and nitrogen cyciing in forested ecosystems are related to many
biological processes. For example, forest plants'make organic matter from CO, by
photosynthesis, but plant leaf tissues where photosynthesis takes. place require
nitrogen. Organic matter contains both carbon and nitrogen and the relative
amount of carbon and nitrogen (C/N ratio) regulates soil decomposition process of
organic matter. Carbon and nitrogen cycling in forested ecosystems are' related to
and have an effect on each other. But carbon and nitrogen are related at the micro
scale in biological processes, so it is very difficult to understand carbon and
nitrogen relationship from field observations. As mentioned in previous sections,
stream water chemistry can be an index 1nd1cat1ng forest environment at the macro
scale, so the relationship between carbon and nitrogen processes can be tested
from stream water. chemistry.

~Dissolved organic carbon (DOC) and nitrate (NOj3") are important forms of
carbon and nitrogen in streams. Stream DOC and NOj; both originate from
organic matter in.the soil of forested ecosystems. Aitkenhead and McDowell
(2000) showed that an increase in riverine DOC flux occurs with increased soil
C/N ratio on a global scale. This result suggests that DOC in rivers is controlled
by both C and N biogeochemical cycling in the catchment, 1mply1ng that riverine
DOC concentrations are related to the NOs- levels.

In this section, distribution of DOC and NOj3 concentrations in streams are
intensively observed in the Lake Biwa watershed in central Japan. Lake Biwa is
the largest lake in Japan, and an important water resource for the Kansai region
which includes Kyoto and Osaka cities. The relationship between DOC and NOs’
concentrations in these streams is discussed along with the potential mechanisms
responsible for the observed relationship.

4.3.1 Dissolved organic carbon (DOC) and NO;3™ concentrations in streams

Stream water samples were collected from the Lake Biwa watershed located
in central Japan (35°10°N, 136°10°E). Annual precipitation ranged from <1600
mm in the southern region to >2400 mm in the northern region of the watershed
(Lake Biwa Research Institute, 1986). Snow falls in winter, but the southern part
of the watershed is usually free from snow cover. The annual average temperature
is 14.1°C in Hikone city near Lake Biwa..Elevation ranges from 86 m A.S.L. at
the lake surface to >1000 m in the mountainous areas. The catchment areas of the
sampling sites are covered by forest and free from human interference such as
houses, paddy fields:and croplands. Vegetation type varies among sites, but the
coniferous plantation tree species, Cryplomeria: juponica and -Chumaecypuris
obtusa are generally predominant.

79



80

. 30uM
® 50uM
® 00um

@001

10 20km

Figure 4.6 Regional distributions of NO;™ and DOC concentrations in stream water
(modified from Konohira and Yoshioka, 2005)

260‘ %
=10

40 |
" o Oo
o o
220‘8@%50

0 J o, 0 o 9

0 5 100 150 200 250 300
DOC(M)

Figure 4.7 Relationship between DOC and NOj” concentrations in stream water in the Lake
Biwa watershed (modified from Konohira and Yoshioka, 2005)




NO;" concentrations in stream water ranged from 4.7 to 60uM (Figure 4.6)
with the average concentration of the 35 streams being 22uM. NOj
concentrations were high in the eastern part of the watershed (above 30puM) and
low in the southern part (less than 10pM). The DOC concentration ranged from 12
to 280uM with an average concentration of 57puM (Figure.4.6). There were
considerable regional variations; highs in the southern part of the watershed
(above 80pM) and lows in the eastern part (less than 40 uM). As a result, an
inverse relationship was found between NO;™ and DOC concentrations in stream
waters (Figure 4.7).

To examine the regional variability of DOC and NO; concentrations on a
larger scale in Japan, stream water samples were collected at two regions apart
from the Lake Biwa watershed. One was in the Okutama region (35°50°N,
139°00’E) near Tokyo where high nitrate concentration streams have been
reported by Yoh et al. (2001). The other was in the Uryu region (44°20°N,
142°10°E) in Hokkaido which is located in the northern part of Japan. This area
receives much snow in winter and has a much cooler climate than either Lake
Biwa watershed or the Okutama region. The streams in the Okutama and Uryu
regions are also free from human activity.

Stream water in the Okutama region showed a large variation in NOj
concentration ranging from 2.8 — 262 uM (Figure 4.8). The maximum
concentration in the Okutama region greatly exceeded that of the Lake Biwa
watershed. The high NO;’ levels-in the Okutama region are mainly due to the high
atmospheric N deposition from the Tokyo metropolitan area (Yoh et al., 2001).
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Figure 4.8 Relationship between DOC and NO;- concentrations in stream water in Okutama,
Uryu and the Lake Biwa watershed. (modified from Konohira and Yoshioka, 2005)
M streams in the Okutama region; A: streams in the Uryu region;
O: streams in the Lake Biwa watershed
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Conversely, DOC concentrations in the Okutama region were low and showed
small variation, ranging from 14 to 62 pM. These concentrations were in the low
range 'of DOC found in the Lake Biwa watershed. Stream water in the Uryu region
showed higher and more variable DOC concentrations ranging from 80.to 230 pM
and showed a low NOj3 concentration  (less than 10 uM). Even though NOj’
concentrations ranged much higher in ‘the Okutama region, the inverse
relationship' between DOC and NO;3™ concentration in streams persisted when
streams from various regions'were analyzed. : :

4:3.2 Soil environments.of different DOC and NOj™ levels in streams -

Soil.and-the soil organic layer at 4 catchments in the Lake Biwa watershed
(Azusa, Itanago, ‘Kakagawa, - Shigaraki). were also. sampled to investigate
mechanisms responsible for differences in DOC and NOs". concentrations in
streams. Soil organic layer: and. surface soil (0-10 cm depth) were .collected from
October .23 to 24, 2001. These soil sampling: sites (4 to -8 places for each
catchment) were located in the valley area within 100m from the streams:.

Soil organic layers were dried (60°C, 2 days) and milled, and the C/N:ratio
was measured by an elemental analyzer (NA2500, Thermo: Quest Co. Ltd., Italy).
50ml of pure water was added to the 10-gram soil samples -which. were then
shaken for 30 minutes to extract soil -solutions. These-extracts were centrifuged
and filtered (Whatman GE/F filters). DOC and NOj;" concentrations in 5011 extracts
were measured in the same way ‘as stream waters. s :

Selection was made of two C-type streams (DOC concentrations in the
summer of 1998 were higher than 80 puM) and two N-type streams (NOj
concentrations were higher than 30 pM). The C/N ratio in soil organic layers and
DOC and NOj; concentrations in soil extracts of these catchments were measured
(Figure 4.9).

C/N ratios in soil organic layers ranged from 43 to 53. Since the variation
within the catchment was quite large, it was not possible to detect. differences in
C/N ratios between C-type and N-type catchments. Gundersen et al (1998)
showed that N leaching was mainly controlled by C/N ratios of soil organic layers,
but no relationship was found between C/N ratios in'the so11 orgamc layers and
stream NO3" in the Lake Biwa watershed. ;

DOC concentrations in soil extracts were hlgher in the catchemnts of C-type
than those of N-type’ (Figure 4.9). Although the variation within a catchment was
also large, differences were detected in DOC concentrations between C-type and
N-type catchments (p<0.01, t-test). NO;3  concentrations in soil extracts were
higher in N-type catchments, and NOs;  was not detected in Shigaraki (C-type
catchment). A clear difference in NO3™ concentrations was also observed between
C- type and N- type catchments (p<0 01, t-test). o o
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Figure 4.9 C/N ratio of soil organic matter and DOC and NOj” concentrations; in soil
- extracts in the Lake Biwa watershed (modified from Konohira and Yoshioka, 2005). .

4, 3 3 Mechamsms respon31ble for DOC and NOj3" relatlonshlp in streams :
. An inverse relationship between DOC and NO;” concentrations was found and
persisted, through seasonal variations in the Lake Biwa watershed. Moreover, the
inverse relationship could be expected to apply to other regions of Japan. These
results suggested that in Japanese streams the forest biogeochemical processes
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which control DOC and NO3™ concentrations were closely related..

Biogeochemical processes that control NOs™ leaching from forests have been
intensively studied recently in association with “N saturation” in forest
ecosystems (Aber et al.,, 1989). Gundersen et al. (1998) showed that N
concentrations and transformation rates in forest ecosystems were closely related
with N leaching below the root zone and subsequently into streams Increased N
concentration and N transformation rates in forests (increased-N avallablhty) were
thought to -be responsible for N leaching to streams. Whlle»on_ the other hand,
several factors in stream and riparian processes have been discussed as the main
factors controlling DOC in streams (Meyer, 1990; Dillon and Molot, 1997;
Ekhardt and Moore, 1990). Identifying the biogeochemical processes controlling
stream DOC are not as clear as those for NO;3", and DOC concentrations in streams
may be controlled by different factors depending on the site.

In-stream processes are important factors for regulating DOC concentrations
in streams -(Meyer, 1990). These processes include leaching of stored organic
matter- from the stream bed into the water and autochthonous productlon of DOC
by algae and macrophytes However, these in-stream processes are probably not
significant for DOC in the:Lake Biwa Watershed The very steep slope of each
catchment (high flow Ve1001ty) and very small catchment area (short stream length
until sampling site) reduces the contact of water with potential DOC sources in
the streams.

Riparian wetlands contribute considerably to stream DOC (Dillon and Molot,
1997; Ekhardt and Moore, 1990). The steep topography resulting in no wetland
area explain the low DOC concentrations in'the Lake Biwa watetshed. The steep
topography and small cat¢chment area in ‘the.Lake Biwa WaterShed minimizes
in-stream and riparian effects on DOC concentratlons in streams. -

Whereas in-stream and- riparian effects are minimal on stream DOC and NO5”
in the Lake Biwa watershed, upland processes are likely 1mp0rtant both for DOC
and NOjs™ in the streams.

Soil inorganic nitrogen is produced by decomposition of organic nitrogen and
consumed. by nitrogen immobilization processes. A decrease in nitrogen
1mmoblhzatlon;generated from a deficit in available carbon could explain the
increase of NOj in the soil environment (Hart et al., 1994). Carbon (energy)
deficit in a soil environment causes an increase in NO;3~ concentrations, and will
cause ‘DOC’ consumption. DOC and NOs;  concentrations in soil extracts
corresponded - to those in ‘streams (Figure 4.9). As soil environment varies
depending on space and time, the measurements in this study are not sufficient to
detect differences between catchments. But qualitative differences detected in soil
extracts suggest that the inverse relationship in DOC and NOs- in streams is
attributable -to the ‘decomposition process of organic matter in the surface soil
layer. Thus, the C (emergy) deficit in the soil environment may- be the best
explanation- for the observed inverse relatronshlp ‘between DOC and NO;5™
concentrations in streams. '

Denitrification is another possible mechanism that affects-both DOC and NO3”



concentrations because denitrification reduces NOs™ to other nitrogen forms using
DOC as- the energy source (Hedin et al., 1998). The importance of riparian
denitrification was.reported in some Japanese catchments (Konohira et al.; 2001;
Koba et al., '1997). However, the denitrification processes can not explain the
depletion of DOC with the increase in NOs™ concentration, because it consumes
both DOC and N03 o :

4.3.4 Stream DOC and NO;" as an index of forest carbon and nitrogen cycling

The inverse relationship between DOC and NO;™ concentrations in the Lake
Biwa watershed suggests an excess nitrogen availability and catbon (energy)
deficit "condition  in the soil environment.. Aber (1992) hypothesized DOC
depletion in an excess nitrogen environment, and the results of this study support
his hypothesis.: This also implies that the stream DOC and NOs~ concentrations
could be an index indicating carbon and nitrogen availability in the catchment.
This index may be applicable to other steep slope catchments where in-stream and
riparian processes do not contribute to stream DOC and NO3™ concentrations.
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5.1 Introduction

. Plants play an important role in the hydrological cycle as a “regulator” of
water flux. At the same time, however, hydrological conditions inversely control
plant growth, geographical distribution, and water use patterns. The water
relations to plants is also closely associated with agricultural production and the
carbon cycle of terrestrial ecosystems because the pattern of photosynthesis and
respiration of plants depends on moisture conditions of the soil and the
atmosphere through stomata closure. Therefore, this subject has attracted
widespread interest from fields as diverse as hydrology, ecology, agronomy and
climatology, including global warming research.

The plant-water relations has been studied since the 18" century (Kramer and
Boyer, 1995), and since then the plant physiological basis from a mechanistic
aspect has been established and improved by means of more sensitive physical
measurement and numerical modeling. Recently, an approach using stable
isotopes as a tracer is revealing new insights into this subject. This approach does
not quantify fluxes, but instead provides some important parameters or indices to
diagnose the plant-water relations. In addition, the isotopic approach gives a real
picture of ecosystem dynamics with respect to water/carbon cycles on
wide-ranging scales from a single leaf to the globe.

This chapter introduces an isotope-geochemical = basis followed by
methodology in practice. Recent research trends and some case studies are then
presented. The following texts are recommended for further reading: Clark and
Fritz (1997) and Kendall and McDonnell (1998) for isotope-hydrology, Ehleringer
et al. (1993) and Griffiths (1998) for isotope-ecology.
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5.2 Fundamentals of stable isotopes

Most elements have two or more stable isotopic forms, and light isotopes are
usually far more abundant than heavy ones. For instance, hydrogen has two stable
isotopes: abundant H ('H) and rare D (deuterlum H). Sumlarly, oxygen ‘has three
stable isotopes and carbon, two (Table 5.1). However ' 0 is extremely rare and
usually negligible except for special interest in atmospheric circulation.
Combining the two hydrogen isotopes and two oxygen isotopes results in six types
of water molecules: H,'°0, HD'°0, H,"%0, HDISO, DD'%0, and DD'®0. Since
combinations including two or three rare isotopes in one molecule hardly ever
occur, usually only H2160, HD'®0O and Hz-lsO need to be considered. These water
molecules comprised of different isotopes have slightly different properties, so
temporal and spatial variations in their abundance are. created during the
hydrological cycle. :

Table 5.1: Stable isotopes of hydrogen, carbon and oxygen.

Elemenl Isotope Abundance (%) Standard isotope ratio

Hydrogen H 99.985 H/'H = 0.00015576 (SMOW)
H (D) 0.015 ' O

Carbon 2c 98.89 Be/'*C =0.0112372 (PDB)
Be 1.11

~Oxygei o oe o000 99759 - 80/'%0 = 0.0020671 (SMOW)

e e 0037 o
%o 0204

Isotoprc abundance can be represented also as- the mola1 ratios of the
heavy-to-light isotopes (isotope ratio; R.= [D/H]} = - [HDO/H,'°0] or [180/16 0=
[H, 18O/Hsz]) while it is common to use the 6 notation, as in : SR

_ RA i e '
5_‘[F_1JX1_‘000:(/)0)‘ :  , | :(5.1)

S .

where Ry and Rs are the isotope ratios of a,sample and an international standard,
respectively. The reference standards-are Standard Mean Ocean Water (SMOW or
V-SMOW) for 8D and §'%0 and Pee Dee Belemnite (PDB) for §'°C..

Isotopically heavy water (i.e., HDO or H,'%0) has a lower: saturation vapor
pressure and less molecular-diffusivity than those for light water (i.e:; H,'°0). Due
to the difference in saturation vapor pressure, heavier isotopes become . more
abundant -in a liquid phase  than; in .a- gas- phase under thermodynamically,
equilibrium. conditions between the two phases. This effect is-called, equilibrium
fractionation, and its magnitude is represented by the equilibrium fractionation



factor, ¢, defined as the following:

. (5.2)

where R; and R, are the isotope ratios in liquid and vapor phases, respectively. It
should be noticed that there have been other definitions in which the numerator
and denominator replaced each other. This parameter depends on temperature and
the a-temperature relationship has been. experimentally determined. One of the
most common equations is that of Majoube (1971),

oy = exp(24844T 7624877 +0.05261) (5.3)

a, =_exp(1 13777 - 041567 ~0.00207) (5.4)

where T is the temperature in K, and .ap and «;g are the factors for hydrogen and
oxygen, respectively. As shown.in Table 5.2, for normal temperature ranges. the
value of & increases with decrease in temperature.. :

Table 5.2: Temperature dependence of equilibrium fractionation factor c.

Temperature (°C) , ap - a8
25 . T 1.0793 "~ 1.00937
20 ©1.0850 1.00979
15 ' ©1.0911 1.01023
10 : o 1.0977 - 1.01070

5 1.1047 1.01119

Conversely, - differences in molecular .diffusivity induce other isotopic
fractionation during vapor movement after evaporation. This effect is. called,
kinetic fractionation.” Although the ratio of 8D change against 8'%0 change is
approximately 8 during equilibrium fractionation, it normally becomes from 3 to 5

for kinetic fractionation. Therefore, isotopic signals due to the two fractionation-

effects are distinguishable by delta-diagram, which takes 8D as the vertical axis
and 8'°0 as the horizontal axis. Since in hydrological cycles the equilibrium
fractionation effect is dominant over the kinetic effect, plots of meteoric water
generally distribute along a line with a slope of 8. Craig (1961) originally called
this line the “meteoric water line,” but now it is referred to as the global meteoric
water line (GMWL) to distinguish from local ones. However, the intercept of
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GMWL is not zero and some samples (especially from arid regions) plot apart
from GMWL. Such deviations are due to the kinetic effect during evaporation
from oceans, lakes, rivers, soil and falling raindrops.

5.3 Methods for water sampling, extraction and analysis .

5.3.1 Water sampling and extraction -

- As mentioned above, evaporation causes isotopic fractionation, so prevention
of evaporative enrichment is one of the primary concerns when collecting and
storing water samples. Precipitation can be simply collected by a
dense-polyethylene tank with a funnel with some oil often added into the tank to
prevent evaporation of the stored water. Silicone oil or paraffin oil is suitable, and
its depth should be a few centimeters or more. It is important that the oils be
removed from the water using paraffin wax in advance of isotopic analysis.
Paraffin wax can adsorb oil when it melted and then solidified. To avoid the
procedure for removing oil from becoming complicated, an attachment using a
ping-pong ball is often utilized. The ping-pong ball allows precipitated water to
drop into the tank by floating up but prevents evaporated water vapor from
escaping. Collected water should be sealed in a glass vial or dense-polyethylene
bottle. Tt is desirable to fill the vial and to keep it at a cold temperature (e.g., 5°C).

Surface waters (e.g., lake water, river water and ocean water) can be directly
collected by a glass vial or dense-polyethylene bottle. A completely dry vial or
bottle should be used to prevent contamination, and:the sampling location and
time must be considered to get representative samples. Sampling from well water
is usually a good proxy for groundwater, and it is best to avoid stagnant water.

There are several methods for collecting soil water: (1) the suction lysimeter
method, (2) centrifugation method, and (3) distillation method including vacuum
distillation, azeotropic distillation, and hormal temperature distillation. The
suction lysimeter method is the most convenient though it is applicable only in
relatively moist conditions (e.g., matric potential > -80 kPa). The centrifugation
method can be used for dryness up to -1000 kPa. While the distillation methods
have no limitation in moisture conditions, -there is some risk of evaporative
enrichment or contamination from crystallized water contained in clay minerals.-

To extract xylem water, samples of plant bodies are collected by cutting off
twigs or extracting small wood cores from trunks. When collecting plant body
samples, representative sampling should be considered. When identifying source
water for plants, leaves and greenish parts should not be selected as they may.be
affected by evaporative enrichment. Sampled. plant bodies should be peeled, cut
into small pieces, and sealed in a glass tube with a double rubber stopcock as
quickly as possible. The tube should beé kept at sub-zero temperatures until the
extraction procedure to avoid changes in the chemical compositions of the plan(
tissue. In the laboratory, xylem water is then extracted from the plant bodies by



cryogenic vacuum distillation. In this procedure, glass tube A, containing the plant
body samples, is connected by a short glass line with another glass tube, B,
(Figure 5.1), and then submerged into liquid nitrogen. After completely freezing
the plant samples, the entire system is evacuated down to approximately 0.13 Pa
(107 torr) or less. Cooling tube B by liquid nitrogen and heating tube A to 80°C,
transfers the xylem water contained in plant tissue into tube B and traps it. It takes
approximately 1.5 hours until the water is completely extracted. The extracted
frozen water is melted, transferred into a glass vial, and stored as with other water
samples.

Pump

Plant sample

|

- Tube B Tube A

=

Figure 5.1: Schematic illustration of cryogenic distillation equipment.

Air pump

Moist air flow
—>

Dy air flow
RN

Dewar flask

Figure 5.2: Schematic illustration of cryogenic trapping of atmospheric water vapor.
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Atmospheric water vapor can be collected by the cryogenic trapping method. One
of: the simplest types of the equipment is illustrated in Figure 5.2. Moist air_is.
sucked by an-air-pump -and -water vapor is completely trapped in. a glass trap.:If
part. of the water vapor was. not trapped, the collected water will bé enriched: with,
more heavy . isotopes than: the . original water -vapor. - To prevent. water vapor
escaping,. it -is effective.to: fill the trap with. a porous. media (e.g., aluminum or
glass.beads): In that case, however, trapped water vapor must be transferred from
the trap into another glass tube by the cryogenic distillation method. : :

5.3.2 Mass spectrometry and sample preparation

Isotopic composition is determined by isotope ratio mass spectrometry. To
measure the hydrogen isotopic composition, H, gas is prepared by reducing a
water sample using zinc as a reducing agent or by isotopically equilibrating the
sample using a platinum catalyst. For an oxygen isotope, CO, gas is prepared by
equilibrating the water sample. Given the measured isotopic ratio of these gases,
the isotopic ratio of original water sample can be obtained by mathematical
conversion.

Figure 5.3 schematically illustrates the principal features of an isotope ratio
mass spectrometer. H, gas or CO; gas is introduced into a chamber under very low

Magnet

Figure 5.3: Schematic illustration of isotope ratio mass spectrometer.

pressure (< 107 torr) and bombarded by an electron source to produce ionized
molecules. The charged ions are accelerated and pass along a flight tube with a
magnet attached to its center point. The flight trajectory of the molecules made up
of heavy isotopes is deflected’ more than: that of meleculés -consisting of light
isotopes, so Faraday cups positioned at the terminal of the trajectory can detect
molecules with different masses and measure the isotope ratio.



There are two approaches to introduce a sample gas into. the chamber. The
traditional : one is the. dual inlet mode;:.a sample gas and. standard gas are
introduced 6 to.12 times alternately:from different bellows with variable volumes.
The isotope ratio is calculated from the average of these.6.to 12 .individual
measurements. The error of measurement including that due to sample preparation
is typically £1% for 8D and +0.1%. for 8'*0. Another approach called the
continuous flow mode yields lower precision but is more convenient.

5.4 Water sources of plants and interspecific interactions

5.4.1 Ident1fy1ng water use pattern : , :

- In'general; the processes of root water uptake and water transfer within plant
bodles induce no isotopic fractionation, so xylem water preserves the isotopic
signature of -the. source. water. In. other words, comparing the isotopic
compositions of xylem water and various' source waters enable -the identification
of the water resources actually utilized by each plant species:or individual. There
are.many good: examples based on this idea (reviewed in Ehleringer. and Dawson,
1992; Dawson, 1993a; Dawson: and Ehleringer, 1998). - S

.. White et al. (1985) were among:the first to demonstrate that the water use
pattern of trees (white pine;  Pinus. strobes) changes depending - on - the:
environmental conditions of their habitat. Trees in upland dry sites always utilized
rain water, while trees in relatively wet lowlands mainly used groundwater except
for days just after rainfall. Dawson and Ehlermger (1991) discovered that mature
trees inhabiting a riparian zone in a semiarid region had an isotopic composition
that was identical to the groundwater rather than stream water, demonstrating that
the streamside trees were not using stream water. According to their interpretation,
the trees sought groundwater as the most stable water source in the region in order
to ensure a greater probability of survival during droughts, or when stream
channels changed due to major floods (see also Dawson, 1993).

In a similar manner, Flanagan et al. (1992) clarified the differential water use
among -co-occurring plant. species in-a semi-arid climate. Two shrub species were
highly depended on' groundwater, but two tree species had a higher uptake of
summer precipitation. Ehleringer et al. (1991). showed the relationships of water
sources of various plant spec1es in a desert shrub commumty to their life form and
root system. : : : ~
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5.4.2 Quantitative evaluation of water source contribution

If only two water sources (e.g., rainwater and groundwater) are available for a
plant, the relative contribution from each source can be quantitatively evaluated
using the following equations based on a simple two-component mixing model.

F=% | 5.5
Sy 5.5)
F—1-F (5.6)

where F is the relative contribution ratio, and subscripts x, 1 and 2 denote the
values of xylem water, sources 1 and 2, respectively. This approach requires
different isotopic signature between the two sources. In general, the higher the
altitude, the lower the & value of precipitation (e.g., Clark and Fritz, 1997). Thus,
mountain foot regions, where groundwater is recharged at sites higher than the
region, are one of the most suitable locations for evaluating coatributions from
groundwater and on-site precipitation.

If variations of 8D and §'%0 are independent of each other, contributions from
three sources can be evaluated by a three-component mixing model. Solving
simultaneously mass conservation equations for water, hydrogen isotopes and
oxygen isotopes, the following equations are given. -

— (éDx "@3)(5180 _51803) _‘(5180.\— _51803)(62)2 _&)3) (5 7)

' (9D, - 8D,)(5%°0, =5"°0,) (570, =5°0,)(eD, - 3D,)
- (éD, _@3)(51801 —5]803)"’(5180x “51803)(0D1 —oD;) » (5.8)
2 . T . .
, (éDz _&)3)(518& _51803)__(51802 _51803)(@| _&)3) )
F,=1-F~-F, | (5.9)

For instance, in addition to hydrograph separation (e.g., Ogunkoya and Jenkins,
1993; see section 5.6.2), it is possible to separately evaluate the contribution
ratios of rainwater, groundwater and soil water that exist before the rain event and
the effect of kinetic fractionation. In practice, however, it is not often valid to
assume only one representative value of isotopic composition in soil water,
because soil water 8 values are highly variable by depth. In addition, it is difficult
to evaluate contributions from different depth-zones, because (1) isotopic
signatures do not always change monotonically with depth and thus the signatures
of two separate depth-zones may become identical at times, and (2) even though
the signatures monotonically changed, it is not distinguishable as to whether the
plant takes up water from two scparatc dcpth-zoncs or only one intermediate
depth-zone. Therefore, it seems not to be promising to evaluate quantitatively the



contributions of waters from each layer in the soil profile.

When there is no or minor advection of groundwater from higher altitude
regions as well as no or minor evaporative enrichment, the 8 value of groundwater
nearly equals the long-term mean & of precipitation weighted by the precipitation
amount, so that soil water can be treated as a mixture of two sources: groundwater,
which is a good proxy of the accumulated precipitation, and recent rain water.
Based on this idea, White et al. (1985) proposed a model assuming that the recent
rain component linearly reduces with time. In the simplest case of a single rainfall,
d of xylem water after the event can be described as,

5. =IF-8,+(1-F.).5,] 1-t/d)+5,-1/d (5.10)

where F’g is the initial fraction of groundwater, ¢ is the time after the rain event, d
is the decay time constant for rain in the xylem water, and §, and §, are isotopic
compositions of groundwater and rainwater, respectively. The quantity in brackets
is the initial (i.e., # = 0) isotopic mixture of rain and groundwater as measured in
the xylem water. At time 7 = d, the xylem water & is equal to that of groundwater.
It should be noted and taken into consideration that a time lag occurs until the
isotopic signal of rain appears in 8,. Though this model is somewhat too simple, it
successfully reproduces the observation results by White et al. (1985).
Rearranging equation (5.10), the temporal change in the contribution ratio of
groundwater, F,, and recent rain water, F,, are expressed as,

g

1-F .
F = dg-t+Fg (5.11)

F -1 .
F=—f = F 4L, (5.12)

&g

This model can be expanded to consider multiple, overlapping rain events (see
White et al. (1985) for more details), whereas its usefulness under various
conditions has not yet been clarified.

5.4.3 Diagnoses of interspecific interaction

To diagnose competition for water between a crop and windbreak trees in the
Sahel region, Smith et al. (1997) identified their water sources using §'°O.
According to their results, for a deep (> 35m) water table, both the crop and trees
extracted water from the top 2-3 m of the soil. While for a shallower (6-8 m)
water table, the crop still used the top soil moisture while the trees extracted
groundwater or deep soil water rather than top soil moisturc. This indicatcs that
competition for water is likely reduced by water source separation at such
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locations where groundwater is accessible. ~

Water source separation among. co-occurring plants occurs. under not only in
arid climates, but -also .in relatively humid climates. Yamanaka et al. (2004)
reported that in a suburban pine forest undergoing succession in. Central Japan,
pioneering pine. (Pinus densiflora) trees took up deep soil water or groundwater
(approximately 1.3 m in depth), while invading oak (Quercus myrsinaefolia)
extracted: shallower.(< 0.4 m) soil water, and understory plants (mainly :bamboo
grass) depended on soil water from the intermediate depth-zone (Figures 5.4 and
5.5). The general feature of this water source separation was almost invariant
throughout growing season and likely insensitive to soil dryness. Excavation
investigation conducted in the same forest (Yamanaka et al., 2005) revealed that
the pine tree had not only deep roots, but also many shallow roots, though the
adjacent bamboo grasses had much more shallow roots. In contrast, the root
systems of oak trees enriched from a shallow zone while those of the adjacent
bamboo grasses dominated in a zone. . . ~
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Figure 5.4: Isotopic variation of sap, soil and ground waters at a forest under succession.



- Figure 5.5: Schematic illustration of water source separattidn among plants.

deeper than the oak’s root zone. These facts may suggest that an ability to

compete.for shallow:soil water is highest in.oak and lowest in'pine. In other words,

it is likely that pine trees and bamboo grasses seek other water sources in deeper
depths.to avoid competition with oak. In fact, pine trees take-up shallow soil water

in pure pine forestv(i.e;, without. competitors) even very near to the forest

mentloned above. : :

- In the context of 1nterspeclﬁc interaction, there is an mterestmg phenomenon
called as “hydraulic lift” (Richards and Caldwell, 1987; Caldwell and Richards,
1989). At night, some species of trees and shrubs release water, which was
adsorbed by deep roots, into upper soil layers. In New York State during a severe
drought, Dawson (1993b) observed that the 8D of shallow soil water (ranging
from -25 to -57%o) was closer to that of groundwater (-59+2.7%o) and xylem water
(-54£6.1%o) in large sugar maples (Adcer saccharum) and decreased with distance
from the maple trees, indicating the existence of hydraulic lift. Surprisingly, D
values of xylem water in herbaceous-plants decreased from -25%o as their distance
from -that maples grew shorter. Herbaceous plants adjacent to the maple trees
generally had higher leaf-water potential and leaf conductance than that of plants
far away from the trees. These facts demonstrate that herbaceous plants that grow
in close proximity to a maple tree utilize hydraulically lifted water and benefit
from that tree. However, this may be a somewhat special case that occurs only
during periodic or chronic drought events. Recent studies using isotopic approach
together with trenching treatment report that benefits from hydraulic lift can be

overwhelmed by competition for water between large trees and adjacent grasses
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(Ludwig, 2004). In ether case, isotopic tracers are powerful tools for assessing
interspecific interaction when utilized together with other approaches (e.g.,
physical and physiological measurements of plant status, root morphological
investigation, and trenching to forcibly interrupt the interaction).

5.5 Canopy flux partitioning and water use efficiency

5.5.1 Isotopic signature of evapotranspiration

Isotopic composition of evapotranspiration flux provides valuable information
for tracing sources and flow paths in atmospheric water cycles and for diagnosing
plant activity and its role in hydrological cycle. In spite of its importance, it has
long been difficult to measure it directly, because the isotopic composition of
atmospheric water vapor, even just above the surface of vegetation canopy, no
longer differs from that of evapotranspiration flux owing to mixing with advected
water vapors.

Yakir and Wang (1996) have proposed a method to estimate the isotopic
signature of evapotranspiration flux using a set of isotopic compositions and
concentrations (i.e., absolute humidity or mixing ratio) of water vapor. The
method is essentially identical to the Keeling plot approach, which was first used
by Keeling (1958, 1961) to identify plant-originated contributions to atmospheric
CO; and is now commonly used to study carbon cycles (for a review, see Pataki et
al., 2003).

The basis of the Keeling plot approach is the mass balance of a substance (i.e.,
water, carbon dioxide, or others) and its isotope. Consider an air parcel in which
the water vapor is a mixture of that produced by evapotranspiration and the
preexisting mix of the background atmosphere. The mass balance equations for
water and its isotope are given as,

0,=0:+0, ' (5.13)

0,6, =04 0pr +Qlwg '5@ (5.14)

where Q is the water vapor mixing ratio, and subscripts v, ET and bg represent the
whole water vapor, evapotranspiration component and background component,
respectively. Simultaneously solving these equations for d, gives

S,=a(1/0,)+35, (5.15)

where a = Qpe (8sg — Ozr). If we assume that the background atmosphere is
uniform in time and space (i.e., O and Jp, are constant) and the isotopic



signature of evapotranspiration does not change (i.e., 87 is constant), then g is
constant. Thus, in a plot of 8, versus 1/Q,, an estimate of 3z can be obtained as
the interception of the regression line. The validity of the assumptions can be
. checked by referring the determination coefficient of the linear regression, in
which is found to fit well with the results of many researches. However, the
limitations of this approach are not always explicit.

On the other hand, He and Smith (1999a) derived the same approach by
another method. They defined the isotope ratio of water vapor flux as the ratio of
the isotopically heavy water flux to that of the light (i.e., normal) water flux, that
is, :

Ry =L (5.16)

where j=19/18 (20/18) is the ratio of the molecular weights of HD'®O and H,'°0
(H,'*0 and H,'°0), fand f are the fluxes of light water vapor and heavy water
vapor, respectively (hereafter superscript i denotes the quantity for the heavy
isotope). The water vapor flux in the atmospheric boundary layer can be expressed
by-flux-gradient relation (e.g., Garratt, 1992, p.28)

dQ
JS=-K—= . (5.17)

where K is the eddy diffusivity, z is the height, and the overbar denotes the
temporal mean value in a certain period. In the same manner, heavy isotope flux is
expressed as,

o _gd2
=K'= | (5.18)

Substituting equations (5.17) and (5.18) into (5.16) and assuming K = K’ just like
in the derivation of the Bowen ratio, the following equation is given.

Ry =j‘li% | (5.19)

If we have measured values of water vapor & and Q at two levels equation (5.19)
can be rewritten in delta notation as follows,
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where subscripts # and [ represent upper and lower sampling levels, respectively.
This equation indicates that 8gr is identical to.the intercept of the regression line
in the 8 - 1/Q diagram (see also Appendices. A & B of He and Smith, 1999a).

As compared to a derivation based on isotopic mass balance, the derivation
from the flux-gradient relation has the advantage of defining the clear limitations
of this approach as to its application. For instance, because the assumptions in
deriving equation (5.20) are the same as in the energy balance/Bowen ratio
method for evaluating evapotranspiration flux, the same order of fetch length (e.g.,
100-300 times greater than measurement/sampling height; Brutsaert, 1982, p.166)
is required. Thus, the Keeling plot approach holds if isotopic measurement of
water vapor is done simultaneously at two or more levels while taking the fetch
requirement into consideration..

5.5.2 Flux partitioning S : ; \
For vegetated surfaces, evapotransplratlon ﬂux can be part1t1oned into two
components: transpiration and soil evaporation,

ET=T+E (52D

As well as for normal water flux, isotope flux can be also distinguished between
its transpiration component and. soil evaporation component, o

ET -8y =T -6, +E-5; (5.22)

where 87 and 8z are the isotopic compositions of transpiration flux and soil
evaporation flux, respectively. '

Solving equations (5.21) and (5.22) simultaneously, gives the following
equation

T =6 (523

Consequently, the transpiration fraction 7/ET can be evaluated if we obtain the
values of 87 and & in addition to dz7.

As-mentioned in section 5.4, no isotopic. fractionation occurs. during water
uptake and transport to the leaves inside the plant body. Although leaf water
becomes isotopically enriched due to evaporation, the isotopic composition of
transpiring water vapor, which is in isotopical equilibrium with the leaf water, is



the same as that of soil water absorbed by root system and transported into the
leaves if under a steady-state condition (White, 1989, p.148; Flanagan et al.,
1991). Therefore, 87 can be obtained by the lSOtOplC composmon of the soil Wate1
in the active root zone.

For extremely dry soils, evaporation and thus water isotopic enrichment
occurs not at the soil surface, but at the bottom boundary of the dry surface layer
as well (Allison and Barnes, 1983; Yamanaka and Yonetani, 1999), and kinetic
fractionation is strongly enhanced by molecular diffusion of water vapor through
the layer (Barnes and Allison, 1983). However, soils covered by vegetation are
hardly ever in such a condition. Therefore, the Craig-Gordon model can be
utilized (Craig and -Gordon, _1965) or other alternatives (e.g., Flanagan et al.,
1991; He and Smith, 1999b) to estimate dE. :

An arranged form of Craig- Gordon model 1s expressed as (Merhvat and
Jouzel, 1979: He and Smith, 1999b),

N (5.24)
where K (= 0.9723 for oxygen or 0.9755 for hydrogen; Gat, 1996) is the ratio of
molecular diffusivities of isotopic water to normal water in the air, Oy 15 the
equilibrium fractlonatlon factor, 8, is the isotopic composition of:surface soil
water, and /" is the relative humidity defined as the ratio of the actual water vapor
pressure e of the air to the saturation vapor pressure e, at the soil surface
temperature. This model incorporates not only the effects of equilibrium and
kinetic fractionations but also the effect of isotope back flux from the atmosphere
(He and Smith, 1999b). :

Using the Keeling plot (Flgure 5. 6), Morelra et al. (1997) showed that
transpiration was far greater than soil evaporation in eastern and central Amazon
forests. Yakir and Sternberg (2000) recalculated T/ET based on the data from
Moreira et al. (1997) using Eq. (5:23) with the value of T/ET ranging from 76 to
100%. In a similar manner, Wang and Yakir (2000) estimated 7/ET for wheat
fields to be'in the range of 96-98%. Combining measurements within tree ‘and
understory canopies in semiarid savanna woodland, Yepez et al. (2003) evaluated
the relative contribution to total evapotranspiration from tree transpiration (70%),
understory transpiration (15%) and soil evaporation (15%). Yamanaka et al.
(2005) conducted observations in a temperate grassland throughout a growing
season and revealed there is unity. The variations in 7/ET correlated closely with
the leaf area index (LAT) and energy flux partitioning (Figure 5. 7). These results
demonstrate the great importance of vegetation status in affecting water and
energy balances of vegetated land surfaces, as well as the usefulness of isotopic
tracers in studying such subjects.
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Figure 5.6: Schematic illustration of Keeling plot and its use for flux partitioning.
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Figure 5.7: Transpiration fraction (7/ET) and evaporative fraction (/ET/(Rn-G))as a
function of leaf area index (LAI); T is the transpiration rate, ET is the
evapotransplratlon rate, / is the latent heat for vaporization, Rn is the net radiation and G
is the soil heat flux.

5.5.3 Water use efficvie_ncy 7 _
Carbon isotope discrimination, A, is defined as (Farquahar and Lloyd, 1993)

513Ca _I3C5p

A 13
1+6 Cp

(5.25)

Il

where subscripts a and p denote the values for atmospheric CO; and plant material,
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respectively. These parameters correlate with the ratio of intercellular CO,
concentration to that of the atmospheric and thus are linked to stomata closure.
Because the water-use efficiency, which is the ratio of carbon fixed to water
transpired, is dependent of stomata closure, A is a good proxy for water-use
efficiency, as schematically illustrated in Figure 5.8.

_Flux
WUE

Figure 5.8: Schematic illustration of the relationship between carbon isotope
discrimination (A) and water use efficiency (WUE); ¢; and c, are the intercellular and
~ atmospheric CO, concentrations, respectively.

Using the Keeling plot for §'2C, it is possible to obtain isotopic signatures of
ecosystem carbon sinks (i.e., photosynthesis minus respiration) in daytime and
carbon sources (i.e., respiration) at nighttime (Figure 5.9). Considering the & of a
carbon sink as §,, one can obtain A from isotopic measurements of atmospheric
CO; within and/or around a vegetation canopy to assess instantaneous water-use

efficiency. -
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Figure 5.9: Schematic illustration of Keeling plot for atmospheric CO,

To diagnose long-term water-use efficiency, direct measurement of carbon
isotopes in plant dry matter (for methods, see Ehleringer et al., 2000) is possible
and commonly used. Ehleringer (1993) showed that plants inhabiting arid land
had low A values (i.e., high water-use efficiency), suggesting that stomata are very
nearly closed during the main periods of carbon gain. They also demonstrated that
longer-lived plants had lower A and such a tendency is more dominant in warmer
desert regions. These facts support the idea that higher water-use efficiericy is of
great advantage to survival through extended, severe drought periods. Flanagan et
al. (1992) found a relatlonshrp between water—use efficiency and water source in
which shrub species that mamly take up groundwater have a lower water-use
efficiency than tree species that are highly dependant on summer precipitation.
This may be a indication that the use of groundwater as a stable resource helps to
avoid suffering water stress.

5‘.'_6; Catchment water balance ‘andf ecosystem dynamics

5 6 l Plant water relatlons ona catchment scale - K - .

Changes in terrestrial ecosystems (e.g., deforestatlon reforestation  and
natural vegetation succession) can affect catchment water balance and thus river
discharge. For instance, clear cutting of forests in a mountainous headwater
catchment apparently increases streamflow (e.g., Swank et al., 2001). For the case
of a catchment overlaid by a native eucalyptus forest in Australia, a bushfire
similarly increased streamflow for a few years just after the event, which then
declined to levels below those before the fire (Roberts, 2000). This may be
because old trees were replaced by young trees that have higher
transpiration-activity. On the other hand, changes in catchment water balance can



affect forest health. Jolly et al. (1993) demonstrated- that: changes in- river
manipulation induced - rises' in = groundwater, higher evaporation, and salt
accumulation, and inferred that the use of such highly saline water was
detrimental to tree health. ;

Such plant-water relations on a catchment scale can be assessed by the
approach mentioned in previous sections of this chapter. In particular, since the
processes of transpiration and root water uptake are less independent of spatial
scale, scaling up from -an individual or plot scale to the catchment scale is
relatively easy. The runoff process is, however, highly dependent on the scale. The.
following two . subsections . describe isotopic tracer - approach for assessmg
catchment hydrological processes C

5.6.2 Identifying flowpath

Typically, stream water during and after storm events has been regarded as a
mixture of new water that was added directly into stream by rainfall or surface
runoff and old water that was recharged by exfiltration of soil water and/or
groundwater. In recent studies,.old water is explicitly divided into a soil water
component having a shallow flowpath and a groundwater component having a
deep flowpath. Changes in the terrestrial ecosystem affect' not only water flux
from forest canopy:but also the surface/subsurface flowpaths of water in the
catchment through modification of moisture distribution and hydraulic properties
of the soil (e.g., infiltration capacity, porosity and hydraulic conductivity): The
changes in water flowpath are closely related to the carbon/nitrogen cycle and
buffering ability against acid rain in the catchment.

Separation into two or three components can be achieved using equations.
(5.5)-(5.9). Besides water isotopes, alternative tracers (e.g., anions) are often
utilized. In principle; four or more flowpaths can be identified.if three or more
tracers are used. However,. the behaviors of tracers are not independent of each
other, so end-member mixing ‘analysis (EMMA) .is' utilized for-the selection of
isotopic and chemical tracers. According to a review:of hydrograph separation
around the world (Buttle, 1994), in many fields a peak discharge of 50% or more
is maintained by old water, and the percentage tends to be smaller in non-forested
catchments than in forested catchments. This: demonstrates that the existence of
vegetation increases water loss from land surface via transpiration but also has a
role in retalnlng water in the catchment. ~

5.6.3 Estlmatmg re51dence time

Change in the water balance: throughout the: catchment is indicated by the
residence time of stream water. Because residence time is difficult to evaluate in
spite of its importance, its relationship to ecosystem. dynamics has not yet been
clarified: However,. isotopic variations :in:precipitation and stream water aid: in
estimating residence time .if ‘the variations can be approximated. by sinusoidal
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curves (Maloszewski et al., 1983).
Assummg adequate m1x1ng in a reservoir, residence time 7is expressed as

= o™((B/ 4y -1)" | (5.26)

where o is the angular frequency (= 2n/C), C is the period of isotopic variation in
precipitation and stream water (normally, one year), 4 and B -are the amplitudes of
a sine curves describing the isotopic variations in precipitation and stream water,
respectively. This model is called the exponential model (EM) because remdence
time distribution is expressed by exponential function. .

An alternative modelcalled the dispersive model (DM), can be given by

Tm—{m} . L (5.27)
D - _

p

where D, is the dispersion parameter. This model is derived by solving the
dispersion equation. ‘Stewart and McDonnel (1991) applied the two models and
found that DM yields more accurate residence times. However, there remains
uncertainty in determining D,. Further studies -are required to-improve this
technique and assess the interaction between ecosystem dynamics and catchment
hydrology : : :
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For more than three decades, humans have had access to advanced “eyes”
from the space. Observations from spaceborne sensors have several advantages
such as “repeatability,” “uniformity,” and “wide-range scanning of the Earth.”
Despite the difficulties and uncertainties in-interpreting or retrieving satellite
dataset (e.g., for surface physical characteristics), these sensors detect “real”
targets or objects. This chapter focuses on ‘vegetation indices and sutface
temperature, both of which are widely applied to environmental studies. In
particular, temperature is not only used in the monitoring of terrestrial ecosystems,
but it also widely and practically applied to meteorological and climatological
purposes (as in the form of brightness temperature or outgoing longwave radiation
[OLRY)). : :

6.1 Introduction

“Remote sensing” is defined as acquisition of information about the condition
and/or the state of a target by a sensor that is not in direct physical contact with it
(Asrar, 1989). The spaceborne sensors currently used for Earth observations are
divided into two groups: active and passive systems. Only the fundamental basis
for passive systems observing wavelengths from optical to thermal-infrared is
described here. For information on microwave sensors both active and passive,
please refer to Ulaby et al. (1981).
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6.1.1 Fundamental basis for measurement by spaceborne optical and thermal
sensors . ‘
a). Basic quantities

All of the information received by a satellite sensor about the Earth and its
atmosphere comes in the form of electromagnetic radiation. It is necessary to
understand the mechanisms by which this fadiation is generated and how it
interacts with the atmosphere (Kidder and Haar, 1995). Electromagnetic radiation
consists of alternating electric and magnetic fields. The electric field vector is
perpendicular to the magnetic field vector, and the direction of propagatlon 1s
perpendicular to both.

Radiation is often specified by its wavelength, which is the distance between
crests of the electric or magnetic field. A broad range of wavelengths from the
ultraviolet (ranged from 0.1 micrometer) to the microwave (more than 1
millimeter) is useful for the observation of the Earth, including the atmosphere. A
fundamental property of electromagnetic radiation ‘is-that it can transport energy.
The basic unit of radiant energy is the joule. Radiant flux is radiant energy per
unit of time, measured in watts [W], the same as electric power. Radiant flux
density is radiant flux crossing a unit area (W m™). This is generally referred to
simply as, radiation (see Chapter 1 for the radiation budget on the surface).

In nature, radiation is a function of direction. The directional dependence is
taken into account by employing the solid.angle: Radiant -flux.density per.unit
solid. angle is known as, radiance (W m™ sr’™!). In addition; the most fundamental
radiation unit for satellite measurément is monochromatic radiance, which is.the
energy. per unit time per unit wavelength per unit solid. angle crossing .a unit area
perpendicular to the beam. The aireraft- or satellite-borne :instrument,. the
radiometer, has a detector of a certain area. (field of view [FOVT]), whose output is
proportional to the energy per unit time strlkmg it. : ER

b). Blackbody radlatlon : : o : .

All material above the temperature of absolute Zero emlts rad1at10n If one
looks at two different kinds of material, both at the same temperature, one finds
that the radiation being emitted by them is different. Such a characteristic led
physicists to invent the perfect emitter, known as a blackbody, which emits the
maximum amount of radiation at each wavelength. Even though some materials
come very close to being perfect emitters in some wavelengths, there are no
natural materials that are a perfect blackbody. Fortunately, however, the radiation
inside .a.cavity whose walls. are think enough .to prevent any radiation’ from
passing:directly through them can be regarded to be radiation that would be
emitted .by a blackbody. There is an empirical relationship between blackbody
radiation and the two variables on which it depends: temperature and. Wavelength
(Kldder and:Haar, 1995). - :



¢). The Planck Function: @ - : :

Max Planck, physicist: (1858 1947), made the 1ev01ut10nary assumptlon that
an oscillating atom ‘in the wall .of a cavity can exchange energy with the radiation
field - inside a cavity .only. in discrete bundles called ‘quanta given by AE= Ay,
where - v - is . frequency: and -A''is what is ‘known as Planck’s ‘constant
(6.6260744x107* -[I- s]). ;With' the -above assumptlon Planck showed that the
radiance emltted by a blackbody is as follows: S :

hcraS
; rexp( ) 1.
AkT

where k is Boltzmann’s constant (1.380658><10'2? [TK', A is the wavelength, ¢ is
the speed of light (2.99792458x10% [m s']), and T is the absolute temperature.

n o

Equation (6.1) is known as the Planck function. The Planck function is more

conveniently wrltten as .
1—5

c,
exp( T ) 1

where ¢; and 07 are the first and second radiation constants: (cl = 1 1910439 X
1071 [Wm? s ] cz=1438769>< 102 [mK]) - o

B,(T)= 6

10°

108

Planck Radiance (Wm2srum)

10"

100 LD
. 001 ©o0d 1 . .+ 10, ERTE

: Wavelength-(um) .

Figure 6.1 The Planck function. Planck radiance versus wavelength for the blackbody : -
temperature 0of 5800.K (corresponding to Sun) ard of 250 K (correspondmg to Earth) Lines.
: are-estimated from equatron (6 2) '
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Since the radiance from a blackbody is independent of direction, the radiant
exitance from a blackbody is simply integrated as all angles aB;. Figure 6.1 shows
the Planck function for the blackbodies of the temperature 5800:-K (Sun) and of
250 K (radiometric equivalent temperature of the Earth), respectively. There .are
two important points in Figure 6.1. First, B,(T) is monotonically increasing as a
function of 7 and second, B;(7) has a single ‘maximum at wavelength (for a
blackbody temperature of 5800K, around 0.4 micrometers and around 10
micrometers for 250K ) that may be determined by setting the partial derivative of
By(T) (known as Wein’s displacement law; not shown here).

Another important aspect of the Planck function is its integral wavelength.
The total radiant exitance from a blackbody is

5 : : .
M,, = jzzB @), = Sclc, rteort (6.3).

Where o is called the Stefan-Boltzmann constant (5.67051 x 10 W m? K )
Equation (6.3) is called the Stefan-Boltmann law (Kidder and Haar, 1995).

d). Atmospheric gases absorptions
 If the effect of polarization is not. taken into account, four processes can
change radiance as it passes through a volume:" :
a.  Radiation from the beam can be absorbed by the material.
b.  Radiation can be emitted by the material.
c.  Radiation can be scattered out of beam into other directions.
d.  Radiation from other directions can be scattered into the beam.

When considering radiance at the surface, one of the important components
mentioned above is absorption in the atmosphere by gases. It should be noted that
scattering does not consume radiance, only the changing its direction. For
example, the Rayleigh scattering of the light from the sun, which is the reason
why the sky looks blue (0.4-0.5 micrometers), is the scattering process of light
from the sun by the components of the atmosphere.

The study of absorption and emission by gases is the field of spectroscopy.
Radiation can interact with  atmospheric gases. in five ways:
jonization-dissociation interactions, electronic transitions, vibrational transitions,
rotational transitions, and forbidden transitions (Kidder and Haar, 1995).

In ionization-dissociation interactions, an electron is stripped from an atom or
molecule, or a molecule is torn apart. These interactions occur primarily at
ultraviolet and shorter wavelengths. Most of solar radiation shorter than about 0.1
micrometer is absorbed in the upper -atmosphere by ionizing atmospheric gases,
particularly oxygen. Short wavelengths within a range between 0.1 and 0.3
micrometers. are -absorbed. by oxygen and ozone (Os). Such interactions in the
atmosphere- make: solar radiation” at the surface relatively free from ultraviolet
light from the sun. In electronic transitions, an orbital election jumps between
quantized energy levels. In vibrational transitions, a molecule changes vibrational



energy states. In rotational transitions, a molecule changes rotational energy states.

Finally, forbidden transitions are those transitions which are not caused by the
interaction between the electric field of radiation and the electric dipole moment
of a molecule. Some forbidden transitions, in fact, occur. Such transitions depend
on the number of molecules, the characteristics of each ‘molecule in the
atmosphere, and so on. In the Earth’s atmosphere, whose components are mainly
N2, O,, CO; and H,O [vapor, liquid, solid], absorption bands by the above
processes concentrate on infrared wavelengths . Thus the atmosphere is relatively
clear to the solar radiation (see Figure 6.1) but not a clear pathway for the Earth’s
radiation (Figure 6.2). This is what fills the gap of the radiometric equivalent
temperature and actual temperature of the Earth. This 1mportant function of the
atmosphere is well known as the “green house effect.”

As shown in Figure 6. 2, visible wavelength (0.4 to 0.7 mlcrometer) is close to
1 in transmittance. In combination with the basics such as the center wavelength
of solar radiation (Figure 6.1), our eyes are optimized for wavelengths that reach
the maximum radiance with the least absorption by the atmosphere. Indeed,
observed short-wave spectral radiance at the land surface (Figure 6.3) has a peak
of around 0.45 in.micrometers..In addition, several absorption bands by molecules
(listed ‘in. Figure :6.2) show a rapid :decrease .in- some spectral. radiances.
Fortunately, to take care of the .infrared, the peak wavelengths of Earth radiation
(centered in 11 micrometers, Figure 6.1), have.relatively high transmittances (i.e.,
relatively do not become trapped by the atmosphere). This is what is known as the
“window of the atmosphere” for this wavelength.

Table 6.1 shows the. specifications. of :major .spaceborne radiometers for the

- ..purpose of the Earth observation. As described before, observed waveléngths
. adopted by sensors are optimized to see the surface and/or make efforts.to avoid.

the 1nterference of the atmosphere (but are not completely free from atmospherlc
effects).
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. i Infrared -
Ultraviolet - : Hzg-]‘ e, U Microwave »
e H; . HO €Oz | . to H o ‘ ‘
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Flgule 6.2 Spectrum o,f the Earth § atmosphere (after Kidder and Harr, 1995, but slightly
modified. Original figure was from Goody and Yung, 1989).
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Figure 6.3 Observed downward spectral radiance for short-wave (solar) radiation. Measured
by a hyper-spectral radiometer (MS-700, EKO, Japan) installed at Changwu experimental
field, located on Loess Plateau, China. Captured time was 12:00 BST, 1 May, 2005. Several
absorption bands byO;, H,0, O,, were also observed (please compare with Figure 6.2).

Table 6.1 Specifications of major spaceborne optical & thermal sensors (radiometers)

Platforms- Orbit Information Sensor Channels (micro-m) Spatial ~ Swath
~ Name Resolution
~ NOAA Sun-synchronous, AVHRR or 0.58-68, 0.725-1.10, 1.1km at 2,700 km
Series(-14) Altitude: 833 km  AVHRR/2 3.55-3.93, nadir
or 870 km, 10.30-11.30,
11.50-12.50
(15-18) - AVHRR/3  0.58-0.68, 0.725-1.0, 1.1km 2,700 km
(1.58-1.61 or t
3.55-3.93) at
10.30-11.30, nadir
_ 11.50-12.40 .
Landsat-5 Sun-synchronous, ™ 0.45-0.52, 0.52-0.60, 30m 185 km
Altitude: 705 km 0.63-0.69, 0.75-0.90,
1.55-1.75, 2.08-2.35
10.40-12.50 120 m
Terra, Aqua Sun-synchronous, MODIS 0.659-0.875 (2 ch.) 250 m 2,330 km
Altitude: 705 km 0.470-2.13 (4 ch.) 500 m
0.414-0.865 (9 ch.) 1 km
0.905-0.940 (3 ch.) 1 km
3.75-14.24 (17 ch) 1 km
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6.1.2 Basics of optics for monitoring vegetation activity .

As described in 6.1.1, 'solar radiation, i.e., short-wave:radiation, has a peak in
- visible ' wavelengths. These wavelengths are also suitable for the growth of plants.
In the field of plant physiology, visible wavelengths are defined as PAR
(photosynthetically active radiation; but slightly different wavelengths are used by
some researchers). To be more specific, chlorophyll a and b in a living leaf have
absorption peaks around blue:-and red wavelengths. In' addition, there are far-red
light absorbing and red light ‘absorbing forms of phytochrome, while: riboflavin
mainly absorbs blue wavelength light (Jones, 1992). As these functions' are
combined, the human eye detects living leaves as green. On the other hand, -beams
of light longer than visible wavelengths, defined as near infrared (near-IR) which
cannot be seen by the human eye, are-also not suitable for plants as one of driving
forces for photosynthesis. Thus, plant leaves reflect well in the wavelength -of
near-IR to avoid the leaf temperature rising. Figure 6.4 shows examples of
observed spectral reflectance of winter wheat on different days. It should be noted
that the results in Figure 6.4 are not essentially the same as those in previous

studies derived from field«SpecR'type measurements. These results are governed

by integrated spectral radiance in all direction by radiometer (thus no units.in st
in Figure 6.3), however, as most of the field measurements are variables of
hyper-spectral reflectance, which. are based on a:fiber type with a narrow: FOV
which takes. 1nto account the effect of direction and of Fov. - -
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‘Figure 6.4 Examples of the spectral reflectance observed by two spectral-radiometers
(downward & upward looking), same location and equipments as that of F igure 6.3 over -
winter wheat. The solid line represents the reflectance on April 1,-2005 (growing season), the
dashed lme shows that of mature season (May 1, 2005), and the dash-dots line 1eplesents the
day before harvesting the: wheat (June 19,2005). »

117



118

Features of spectral reflectance, as displayed in Figure. 6.4, vary with the
conditions of the target vegetation such as thickness, leaf age, water content,
surface morphology, orientation, and so on. Briefly, spectral reflectance in near-IR
is proportional to the number of leaves, or in other words, the number of
“effective reflectors” within a target. However, visible wavelength is absorbed
well by the leaves. From the point of view of the seasonal march, i.e., in terms of
phenology, the values of spectral reflectance in near-IR reach a maximum.in the
mature season (a dashed line in Figure 6.4). In addition, a peak in green (0.55
micrometers) wavelength and a depression in red (0.65 micrometers) were
observed. Just before the harvesting the wheat (June 19, 2005, the dash-dots line),
the wheat plant had already stopped the activity of photosynthesis, thus spectral
reflectance of that day represented the state of dead wheat (no appearance of
definite “red edge”,.and.a rapid increase of the spectral reflectance around 0.7
micrometers). - Spectral reflectance .of -the plants, or actually. the canopy
(essentially satellite sensors observe the status of the canopy, not individual leaves
and plants), represents the status of vegetation-activity. '

Analysis of spectral reflectance over surfaces is not limited to Vegetated
surfaces. Analysis of surfaces such as soil as a background factor, materials from
the field of geology, -and so on, has been conducted .on the basis of in-situ
measurements. It is currently not possible for satellites observations to cover the
whole wavelength with fine spectral resolution (see Table 6.1). To explore and/or
fill the gaps, some indices which represent the status of vegetation activity have
been used as proxy indicators since the mid-70’s. In the initial stage to develop
the index, researchers focused on visible wavelengths. In the 1980’s, the
combination of visible and near-IR became useful for monitoring vegetation
activity by satellite using the normalized vegetation difference index (NDVI) as
follows:

NDVI = M-"— (6.4)
Pt Pred

where p represents the reflectance of each band or channel, NIR and red represent
the wavelength as near-IR and red or visible, respectively. NDVI widely. has been
applied to the environmental monitoring of terrestrial systems on the spatial scales
from local to global (Figure 6.5), and in time scales from seasonal to interannual.
For example, on -the continental scale, White et al. (1997) demonstratéd the
detection model of growing season length and the life cycle of plants from the
time series of AVHRR-derived NDVI over the USA. On a global scale and over
long-term in time (ten years), Myneni et al. (1997) found the increasing trends at
high latitude zones maybe associated with global warming (more detail in studies
using vegetation indices will be described in Chapter 7). P

Several factors have influence on the vegetation indices (a lot of Vegetatmn
indices have been developed and published), which:may cause them to not
represent actual vegetation status or activity. These kinds of noise or additional
information are listed below.



® Angle dependency both in incoming radiation (represented as solar angles)
-~ and view angle of the sensor
Such effects are known as the bidirectional reflectance distribution function
(BRDF). Some researchers are focusing on the BRDF both for the purpose of
angle correction and. its usage to produce additional information from optical
sensors. ‘ ~ :
® Background effect
Satellite sensors do not only detect the reflected light from the vegetation, but
also the “background reflected” light such as from soil or understories, etc.
Some vegetation indices such as SAVT (soil adjusted vegetation index; Huete,
- 1988) account for the effect of the background based on the analysis of the
soil line.
® Atmospheric effects . ‘
Even though the atmosphere is relatively clear in the wavelengths of visible
and near-IR in comparison to other wavelengths (see Figure 6.2), atmospheric
correction is required for better estimation of vegetation indices or more
accurate monitoring - of the. terrestrial environment. In addition, aerosols
- (including biomass burning)-and dust flows influence the shorter wavelengths
in visible light. Some researchers are developing indices relatively resistant to
aerosol interference, including that on the mid-IR channel.
These should all be kept in mind when dealing with the dataset of vegetation
indices. \ '

Annualv mean NDVI in 2000

60" 120° 180° 240°
%

: (1 60° . 120° 180° 240° 3007
Figure 6.5 Global distribution of annual mean ND V7 derived from pathfinder AVHRR land
(PAL; Price and Goward, 1996)in 2000. Original spatial resolution is 8km both in latitude
and longitude (original dataset coordinated as Goode Projection), but re-sampling into 0.1
degrees both in latitude and longitude has been conducted.
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6.1.3 Basics of thermal infrared channels :

Thanks to the window of the atmosphere, satellites can also observe
radiometric temperature. However, the radiometric temperature of each thermal
channel is not directly connected to the surface temperature. Several factors
(mainly based on measurement physics) influence the estimation of surface
temperatures from the radiometric temperature(s) derived from . satellite
observation (based on Seguin et al., 1999; though modified). These factors are as
follows. : . ' : = :
® Atmospheric effects AN

Easily visualized in Figure 6.2, despite the window of the atmosphere

phenomena, contamination by components of the atmosphere affect detected

signals by satellites. Several algorithms or packages for atmospheric
correction of targeted wavelengths, which can optimize the 'operational
radiometer, such as AVHRR, have been developed. Additionally, split window
. techniques described later have also been developed.. s
@®  View angle dependencies .

- Infrared radiometric temperatures observed by spaceborne sensors vary with
view-angle, particularly over vegetated surfaces. Vegetated surfaces have a
‘three dimensional structure such as that of forests (trees and understory):and
even crop fields (consisting of plants and underlying soil). In general,
radiometric temperatures at nadir seem higher  than actual surface
temperatures for sensible heat flux (aerodynamic temperature; expressed as T§
in the bulk formula for sensible heat flux in Chapter 1). This is due to the
contribution of the radiometric temperature from the soil surface. Matsushima
and Kondo (2000) demonstrated correction methods including a sensor view
angle correction proposed by Troufleau et al. ( 1997) to estimate the sensible
heat flux over the paddy fields.

After the corrections from Matsushima and Kondo (2000), estimation errors

with in-situ measured radiometric temperature were around 1.0 degree

Celsius. - ' : ‘
® Emissivity (g) e o

Materials including vegetation are not black body (i.e., & is not equal to one),

thus the effect of emissivity in equation (6.3) must be accounted for. Under

dry and clear conditions, the contribution of losses in emissivity. (1-¢) is
connected ‘more directly to the observed radiometric temperature by
_spaceborne sensors. Actually, ¢ for the several materials have been -observed.
Tt is known that the emissivity of soil surface is a function its volumetric
‘water contents. If volumetric water contents exceed more than 9 to 14%, ¢ is
close to that of .over open water (Matsushima et al., 2003). Over vegetated
- surfaces, ¢ is.larger for a canopy than that for a leaf, For example, ¢ of a leaf
“is about 0.95, but for a canopy, & ranges from 0.98 to 0.99. In addition,

-emissivity : is also. dependent on the view angle. Until recently, the

combination. of emissivity and view angle of satellites has imposed complex

functions on the estimation of surface temperatures.



There are additional problems in the estimation methods for heat fluxes based
on thermal-IR remote sensing as described in Matsushima et al. (2003). To
estimate surface temperatures more accurately, atmospheric information such as
the vertical profiles of air temperature, water vapor and other absorption gases
that have influence on the wavelength of spaceborne radiometer will be required
for the atmospheric correction. -

Otherwise, split window techniques can be applied to small differences of
absorption by water vapor in the atmosphere over two (or more) - narrow
wavelengths. For example, AVHRR has two thermal-IR channels (see Table 6.1),
the differences of radiometric temperature between thermal-IR at 10 micrometers
and that at 11 micrometers are proportional to the amount of water vapor. Because,
in the 10 to 13-micrometer window, aerosol scattering may be neglected except
under hazy conditions, and clouds render this treatment inapplicable. The
dominant effect results from absorption and reemission of radiation by water
vapor (Price, 1984). Application of several split window technique was conducted
to estimate surface temperatures without vertical profiling of the atmosphere. One
of widely applied equations, Price’s equation for AVHRR, is as follows (Price,
1984): ‘

Ts = Tbbenarrosy + 3.3 (Tbbenario.s)— Thbensrin.sy) (6.5)

Where Tbb is the radiometric temperature for each observed channel (wavelength),
ch4 and chS5 are channels 4 and 5 in AVHRR, respectively. It should be noted that
the present situation with the use of NOAA-AVHRR leads to an overall precision
on the order of 2 to 3 degrees Kelvin in the derivation of Ts (Seguin et al., 1999).
This is partly due to the errors related to surface emissivity and atmospheric
correction procedures as mentioned above. Thus surface temperatures based on
the split window technique, particularly those obtained from AVHRR, represent a
kind of proxy indicator of thermal information on the surface, rather than accurate,
“real” surface temperatures.

121



122

6.2 Combination usage of vegetation indices (VIs) and surface

temperature (Ts) space

Before describing the combination usage of VIs and Ts, in general, satellite
images need to undergo several procedures in addition to the atmospheric
correction mentioned. before. They are as follows.
® Radiometric correction or conversion

Initially, sensors detect a signal as an analog beam, within a spaceborne

instrument and the received signal is converted to digital form. Bit resolution

depends on the specifications of the sensors and transmission systems. For
example, for TM, the bit resolution is 8-bit (i.e., ranged from 0 to 255), while
for AVHRR it is 10-bit (0 to 1024). Conversion or correction from digital data
“into physical variables (radiance or reflectance) is called as “radiometric
correction.” For AVHRR, pre-flight calibration was conducted, results are

based on the calibration table (for more detail, see Kidwell, 1997).
® Geometric correction

Geometric correction is defined as the correction from an original orbltal

image into a targeted, geographical coordination system (e.g., UTM projection,

latitude-longitude perpendicular coordination). To conduct geometric
correction, several methods are applied both manually and automatically.

Manual correction is based on ground control points (GCPs) selected by eye,

with targeted. maps or images. After the selection of GCPs, conversion

functions are determined. Automatic correction is mainly based on the orbital

information of the platform or auto-detection algorithms of GCPs (mainly for

- the .detection of coastlines). ' ‘
Figure 6.6 shows an example of an AVHRR channel 2 image already corrected
both radiometrically and geometrically as received with corrected products
released by CEReS.
Recently, the data format of satellite dataset is based on, and dlstrlbuted in the
Hierarchical Data Format (HDF). Examples are MODIS and ETM+ boarded on
Landsat 7.

Figure 6.7 shows the images of NDVI (left) and surface temperature (Ts)
(right) for the same snapshot as Figure 6.6. When comparing the two images,
several features are observed. First, high NDVI areas correspond to low Ts (and
the opposite is also true). For example Northeast China has a high Ts, but
significant NDVI values do not appear. Second, images of NDVI and Ts are NOT
mirror sets. This is one reason motivating the development of the combined usage
of VIs and Ts space.
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Figure 6.7 Images of NDVI (left) and surface temperature (right). Base image is same as that

of Figure 6.6.

Figure 6.6 ANOAA-14 AVHRR channel 2 (near-IR) image received at CEReS, Chiba
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6.2.1 Simple principle for interpreting VIs — Ts space

Since the mid-1980’s, to maximize the utilization of optical and thermal
sensors for terrestrial ecosystem monitoring, researchers have focused on the
methodologies to combine VIs and Ts. Sampling taken of a couple of the pixels of
VIs and Ts for an area and plotted as a scatter diagram usually resulted in
distributions like Figure 6.8. This manner of pixels of VIs and Ts is defined here
as VI-Ts space. It should be noted that, the name of methodologies using VIs-Ts
space, is not fixed. Several definitions have appeared in past studies (Ts-NDVI
curve; in Nemani and Running, 1989; Ts/NDVI relationship; in Nemani et al.,,
1993; the temperature-vegetation index scatterplot; in Gillies and Carlson, 1995;
temperature-vegetation index (TVX) (contextual) approach; Prihodko and Goward,
1997; Goward et al., 2002; Ts/NDVI space and TVX method; in Sandholt et al.,
2002; VI-Ts method; Nishida et al., 2003a, however in Nishida et al., 2003b, it
was described as the vegetation index-surface temperature (VI-Ts) approach).
Thus some confusion has arisen in the naming of methodologies for the
combination usage of VIs and Ts.

Initially, Goward et al. (1985) demonstrated a strong negative relationship
between VIs and Ts as mentioned before (Figure 6.7). The underlying principles
and background physics are simple. Ts decreases with an increase in the density of
vegetation through latent heat transfer (Nemani and Running, 1989). When the
surface condition became drier, highly vegetated areas (pixels) maintain
transpiration (thus no significant increasing in Ts appears) however poorly
vegetated locations are sensible in Ts due to the shortage of evaporative water.

Applications and/or investigations based on VIs-Ts space are divided into
three groups, but mainly two categories: The former is focused on the envelope
line (sometimes referred to in terms of slope) within a scatter plot of VIs-Ts space
(Figure 6.8 left). The value of the envelope line usually forms negatively and
becomes steeper under dry surface conditions. The latter focuses on the manner of
plotted pixel. members within VIs-Ts space (Figure 6.8 right).

According to an explanation of Sandholt et al. (2002) for interpretation based
on findings in literature, the following mechanisms were suggested as those
determining the location of a pixel in the VIs-Ts space. .

® Fractional vegetation cover _
The fractional vegetation cover can be related to vegetation indices,
through a simple, yet not necessarily linear transformation. Likewise,
fractional vegetation cover influences the amount of bare soil- and
vegetation visible to a sensor and differences in radiometric temperature
between the soil and the vegetation canopy will affect the spatially
integrated Ts.
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Figure 6.8 Schematic illustrations of scatter plots of NDVI with surface temperature (Ts).
Applications using vegetation indices and surface temperature space, are divided into two

methodologies. One focuses on the envelope line (usually referred to as “slope,” left), the

- value of the slope becomes steeper under the dry conditions. The other focuses on the

distributions of the pixels themselves, which sometimes define the “edges” (defined here as. .
“warm edge”, similar to slope in the right, and wet edge; left). Dotted pixels are raw data -

within a window size of 50 pixels and 50 lines (i.e.; 2500 samples).

®  Evapotranspiration

Evapotranspiration can largely control the surface temperature through the
energy balance of the surface. The lower the evapotranspiration, the greater
the energy available for sensible heating of the surface. Stomatal resistance to
transpiration is a key factor, which .is partly controlled by soil moisture

availability or its status.
® Thermal properties of the surface

Heat capacity and conductivity, and thus the thermal inertia, influence Ts for
of partly vegetated surfaces. These thermal properties are a function of:the

soil type, and change with surface soil moisture.
® Net radiation

The available energy 1ncrdent at the surface affects Ts. The rad1at1ve control
of surface temperature implies that areas with a lower net shortwave radiation
balance (e.g., due to a high albedo) will have a lower temperature, all else
being equal. Albedo is controlled by soil type, surface soil moisture and
vegetation cover. Incident radiation also affects the stomatal resistance to
- transpiration, which factors into the partitioning of net radiation into sensible

and latent heat.

® Atmospheric forcing and surface roughness
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The ability to conduct heat away from the surface into the atmosphere is an
important component in the control of surface temperature. In part, this
explains how vegetated surfaces with higher roughness have lower. surface
temperatures (all else being equal) compared to bare soil. This influences the
shape of the VIs-Ts space. S'imilarly, homogeneous surfaces with unlimited
water supply may have higher surface temperatures than expected, due to poor
turbulent mixing between the surface and the atmosphere

At first, the underlying principle;for,the formation of the locations of pixels in
VIs-Ts space seems simple, however in actuality, complex functions related to
both the biosphere and atmosphere make them complex.

6.2.2 Applications of VIs —Ts space for the environmental monitoring.
a). Focus on the envelope line (slope)

‘One remarkable. work, Nemani-and Running (1989; hereafter referred. to as
NR89). tested the. hypothesis that seasonal trends in:the relationship between
vegetation density (NDVI as proxy indicator) and surface temperature derived
from a NOAA-AVHRR dataset. can represent: seasonal changes .in canopy
resistance .of a conifer forest located in the Experimental Forest of the University
of Montana, USA. Initially, they focused on the behavior of VIs-Ts space on the
different observation dates. After that, NR89 detected the envelope line (in NR89,
expressed as o) from a time series of AVHRR images manually (the data was
extracted in the dimension of a 20 by 25 pixel matrix enclosing the Experimental
Forest). As a reference, canopy resistance as defined by the Penman-Moriteith
equation was calculated. as: an inverse estimation of the process. ecosystem model
of canopy CO; and H,O exchange, FOREST-BGC (here updated as Biome-BGC),
with forcing of the micrometeorological dataset at the Experimental Forest. NR89
shows. a clear inverse relationship in the time series between the slope of VIs-Ts
space (Figure 6.9, lower) and canopy resistance (Figure 6.9,.-upper). The results in
NR89 demonstrated that the slope of VIs-Ts.space.represents an indicator of
canopy resistance over a regional scale.. In fact, the regression relationship
between the simulated canopy resistance and the. slope of VIs-Ts space was in
good agreement with the determination coefficient; R, as 0.92.

After NR89, several researchers applied and developed the methodology of
the slope of VIs-Ts space. Nemani et al. (1993) developed an auto-detection
algorithm for the determination of slope in VIs-Ts space. In addition, Nemani.et al.
(1993) discussed the scale effect ‘'of window size which is proportional to the
number of pixels used to determine the slope. in- VI-Ts space. Nemani et al. (1993)
showed that the difference in slope ranged between captured pixels at-10x10 (i.e.,
100 pixel members), 30%30 (900) and 50x50 (2500). In the case of mountainous
regions, “two” slopes appear in a window size of 50 x 50 (Figure 5 in Nemani et
al., 1993; not shown). Window sizc cffcet will be described later.
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Figure 6.9 Relationship between simulated canopy resistance (Rc) at 14:30 local time from
FOREST-BGC (currently updated as Biome-BGC; upper) and t'he'slope of surface
temperature and NDV7 derived from NOAA AVHRR on eight daysin 1985 (re-plotted from
the Table 6 1 in Nemani and Running, 1989).

Anther aspect that applies to the slope of VIs-Ts space is the estimation of air
temperature. Prihodko and Goward (1997) assumed and tested the hypothesis of
that air temperature correlates with the radiometric temperature on the envelope
line (slope) on “saturated, full canopy” NDVI. In the case of FIFE sites (First
ISLSCP . [International Satellite Land Surface Climatology Project] Field
Experiment, carried out in northern Kansas USA), full caopy NDVI was 0.86.
Inferring the value of air temperature by the regressmn line expressed as Tair=a
+b*NDVI(here 0.86), where b is the value of the slope of VIs-Ts space, correlated
well (r = 0.93) with a mean error of 2.92 degrees Celsius. However, a following
study (Lakshmi et al., 2001) suggested that estimation of air temperature based on
the slope of AVHRR was not good based on retrleved estimations of TOVS
(TIROS Operational Vertical Sounder).

-Applications into other climatological regions have been conducted. Kondch
et al. (1998) applied a modified auto-determination algorithm to the slope into the
Huaihe river basin which is sandwiched between the Yellow river basin and the
Yanzi river basin in China. They demonstrated that the time series of estimated
slopes derived from the Global Area Coverage (GAC) version of AVHRR images
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corresponded well with those of antecedent precipitation indices (API) based on
in-situ operational observation network dataset. This feature ‘supported the
possibility of using the slope in relatively wet environments in temperate regions.
Boegh et al. (1999) also focused on whether slopes obtained from satellites
snapshots were a good indicator as to the status of water stress on sparsely
vegetated surfaces over semi-arid regions (Sahel region, Africa). They used the
slope as a diagnostic tool for inferring diurnal patterns of evapotranspiration
based on the idea that if the surface condition becomes drier, a peak in
evapotranspiration rate is observed pre-noon mainly due to water shortage. Over
tropical regions, Hashimoto et al. (2001) demonstrated seasonal variations in
.slope and NDVI over Thailand which is characterized by definite wet and dry
seasons under control of monsoon circulation in the atmosphere. They showed the
date of “onset” (the date of changing environment) from several aspects (from the
viewpoint of rainfall, based on the operational observation network, vegetation
growth and surface wetness as revealed from time series AVHRR dataset). On the
continental scale, Higuchi et al. (2006) revealed the behavior of slope in VIs-Ts
space over monsoon Asia (Figure 6.10).

April 1-10 1995
e
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- ' > TVX slope
-40 -30 =20 -10 ) 0

Figure 6.10 An example image of the slope of surface temperature and NDVI (TVX slope)
over monsoon Asia. The dataset is based on a 10-day composite 1-km AVHRR dataset
provided by USGS, composite period was -April 1 to 10, 1995. High bright values indicate
that the slope was steep (regarded as dry). Note that non-calculated areas due to snow cover
. at high latitudes or errors in calculation are also colored white (Higuchi et al., 2006, but
. -modified). ..
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One of the important advantages of applications using the slope in VIs-Ts
space is the easy understanding of the results. However, several dlsadvantages are
also recognized as in the following. :

1) Spatial resolution: Spatial resolution of slope in VIs-Ts space

is larger than the original pixel footprint which strongly
influences how to determine the size of window.

2) Lack of base on the physical: The behavior of slope is

sometimes validated quantitatively, but based on correlation or
its relationship with other variables (e.g., model output
[NR89], indices based on in-situ observations network).

3) Effect of window size (Nemani et al:, 1993): Efficient window
size, or the method of obtaining relatively ‘heterogeneous
samples without contamination from different climatological
aspects (e.g., topography), is largely dependant on the -
environment of the land surface

b). Focus on the distribution itself within a VIs-Ts space

Another way of application is to focus on the manner of pixel distribution
itself. Based on the right side of Figure 6.8, the scatter plot of pixels in the VIs-Ts
space (usually the axes are changed from a depiction of the “slope” in the VIs-Ts
space as shown in the figure) forms a “warm edge.” The warm edge, according to
Gilles and Calson (1995), is presumed to exist when the warm side of the
distribution in the scatter plot is both sharply defined and smoothly varying.
Gilles and Calson (1995) focused on this warm edge by applying polynomial
fitting as illustrated in the right side of Figure 6.8, and then tried to generate a
reference table for the estimation algorithm of the surface soil water contents
using the SVAT (soil-vegetation transfer) model.

Similarly, the concept of VITT (Vegetation-Index/Temperature Tlapezmd
Moran et al., 1994) is another application to infer the evapotranspiration rate. This
assumes that the warm edge is a line (in the Moran et al., 1994, assumed the edge
as a line) of zero evaporation. In addition, the wet edge is a line of maximum
evaporation plotted as in Figure 6.8. The tour points to necessary to determine the
“trapezoid” are ‘ideally defined as: 1). Wet vegetation (top of the wet edge), 2).
Wet soil (bottom of the wet edge), 3). Dry soil (bottom of the warm edge) and 4).
Dry vegetation (top-of the warm edge). After defining the locations of the four
points and two edges, evapotranspiration rate of a given pixel within a trapezoid
can be estimated by the distance between the two edges. Similar estimation
methodologies have been applied for the estimation of the dryness (surface
moisture status) using the analogy of a triangle (Temperature-Vegetation Dryness
Index, TVDI; Sandholt et al., 2002), scale issues for surface fluxes (Brunsell and
Gillies, 2003), and'so on. In addition, as a prototype algorithm for the product of
MODIS, Nishida et al. (2003a, b) developed an estimation algorithm for the
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evaporative fraction (EF; defined as the ratio of latent heat flux to available
energy, EF=LE/Qn) without referring to any in-situ measured dataset. In Nisida et
al.’s algorithm, some parts of the modules were applied to the VIs-Ts space.

One of the advantages of applying the distribution of VIs-Ts space is that the
estimated variables, such as evaporation rate and/or. surface wetness are
equivalent in spatial scale with the original pixels.: :

¢). Other apphcatlons : .

For the purpose of class1flcat10n of land cover and use, VIs-Ts space
applications are valid for improving the accuracy of classification (e.g., Lambin
and Ehrlich, -1995; 1996). Nemani and Running (1997) focused on the seasonal
transect of a location: to classify land cover using two thresholds in NDVI (0.4)
and Ts (35 degrees Celsius)-according to the physrcal bases as.follows:
® Ts (35 degrees Celsius) :

1). Ts over well-watered, dense canopies does not exceed 32 degrees Celsius

under a wide range of net radiation conditions. 2). No short-term water

shortages exceed the 32-degree Celsius Ts by more than 2 — 3 degrees Celsius.

3). Ts derived from satellites is a complex function of several uncertain

measurements. 4). The theoretical threshold of Ts approaches 35 degree

Celsius as an upper limit. :

& NDVI(04) S

This is based on experimental results that suggest many Vegetatmn types

absorb greater than 75% of incident PAR.

Several land cover maps based on satelhte observations are. applled as the bases of
VI-Ts space for decision trees. .
Another combination usage of VIs and Ts is simple. The ratios of NDVI with

"Ts or Ts by NDVI are sometimes given the status of land-related indicators. For

example, McVicar and Bierwirth (2001) monitored an abrupt drought over Papua
New Guinea by using the integrated values of Ts/NDVI for composite AVHRR.
Such a simple process greatly assists 1nterpretat1on of the ‘condition of .land
surfaces. : : : - : ‘ coo

6.2.3 Limitations and/or uncertainties in the combination usage of VIs and Ts
Combination usage of VIs and Ts (VIs-Ts space) is: based:.on the simple
principle already described that - states, higher NDVI correlates with. lower Ts
within. a scatter plot of VIs-Ts space. However, recently, several researchers
pointed out limitations. in the usage of VIs-Ts space. Nishida ¢t al. (2003b):noted
that that higher NDVI correlated with increasing Ts (i.e. formed a positive slope
in.a scatter plot of VIs-Ts-space) in areas where permafrost did not restrict
vegetation growth. In addition, Goward et al. (2002) noted that ground
temperatures (Tg) and canopy temperatures (T¢) were quite similar under cold
conditions.. This similarity in temperature results in poor estimation of $lope



and/or warm edges within the VIs-Ts space during winter. Higuchi et al. (2006)
presents a scatter diagram of VIs-Ts space over an arid region with oasis pixels. In
such acase, the majority of land cover within the VIs-Ts space is desert, but in the
determination of slope (or warm edge), the oasis pixels are the dominant factor
due to wide distribution in NDVI. It should be keep in mind that such limitations
and/or uncertainties still remain in VIs-Ts space applications.

6.3 Concludingvrem’arks

Despite the limitations or uncertainties of integrated usage of VIs and Ts
already mentioned, VIs and Ts continue to be widely applied in environmental
monitoring, particularly for terrestrial dynamics. Combination usage of VIs and Ts
also operates as the simplest “data fusion” of visible-near-IR and thermal-IR
observation: - Co ~ , , ' .

Several future prospects are anticipated for the maximum utilizations of huge
satellite observation dataset. One is the movement to process as forcing data the
initial conditions or parameterization of multi-spatial scale modeling, from GCM
(General Circulation Model) to Cloud Resolving Model. Another is to couple
and/or assimilate terra-dynamic models, such as the Dynamic Global Vegetation
Model (DGVM; Chapter 10; Chapter 7, the connection of satellites data to the
estimation of NPP), which is a natural way to use ‘grid-physical converted (both
well corrected in radiometric and geometric) satellite ‘dataset (product). Still
another way of maximum utilization is, perhaps, to improve skills in the
techriology to speculate. on individual images. As mentioned in the beginning,
satellite sensors detect real objects despite the difficulties and uncertainties in the
correction - processes or retrieving algorithms. In fact, new Earth observation
satellites will be lunched and are in planning under an international umbrella,
such as GEOSS (Global Earth Observation System of Systems). Indeed, output
derived from satellites is becoming bigger and bigger. This means that despite the
great progress achieved in computer technologies especially those in the fields of
storage, processing time and archiving systems there will still need to be more in
the future. We can easily image the day when the time required to check each
image will be reduced. It must always be kept in mind that, sometimes a single
image derived from satellite can play a crucial role in detecting changes in the
terrestrial environment, such as that of a forest fire. Beyond the scope of this
Chapter, it is necessity to pay attention the directions and/or future prospects of
the satellites observation, because satellites detect what is real.
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7.1 Introduétiohl

Global warming resulting from an increase in atmospheric CO, concentration
1s one of the most significant problems on the Earth recently. It is very important
to understand the global carbon cycle in order to predict the future atmospheric
CO: concentration -that controls global warming. Terrestrial vegetation is an
important carbon reserve in the global carbon cycle. Particularly, photosynthetic
activity by vegetation, which fixes carbon as biomass in the biosphere; plays a key
role in the global carbon cycle (Schimel et al., 1995). »

Many attempts have been made to- quantitatively estimate carbon uptake by
terrestrial vegetation based upon precise ground measurements at selected flux
sites around the world. However, it is difficult to know spatial distribution of
carbon fluxes in regional to global scales by ground measurements. Satellite
remote sensing is a powerful tool to monitor vegetation in local, regional, and
global scales, and can extrapolatc / compensate the ground measurements.
Particularly multi-spectral remote sensing data are useful to assess terrestrial
vegetation activities, and thus to estimate carbon fluxes. »

This chapter explains fundamentals of multi-spectral remote - sensing data
analysis. A recent study on relationships between global vegetation variations and
climate is shown as an example of utilizing a vegetation index, and is followed by
estimation of terrestrial carbon fluxes by using remotely sensed data and a simple
carbon' flux model. Finally the author introduces Advanced Spaceborne Thermal
Emission and Reflection Radiometer (ASTER) as an example of a high resolution
remote sensor, which is useful for assessing local to regional vegetation.
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7.2 Fundamentals of multi-spectral remote sensing data analysis .

7.2.1 Color composite image

For discriminating and mapping surface types, we need techniques to
visualize, enhance; and/or quantify the different spectral response patterns of
surface materials. Many previous studies have proposed various approaches for
this purpose by using remotely sensed multi-spectral data based upon the spectral
signatures of surface materials. For instance, band ratios, principal component
analysis (PCA), and multi-band classification are typical techniques. This chapter
explains the fundamental concept of multi-spectral data analysis, and shows
examples of discriminating surface materials. A variety of techniques have been
developed for discriminating rock types, since minerals and rocks exhibit
characteristic absorption features in the visible to near-infrared region.

A simple method to visualize different spectral response patterns is to
generate a color composite image by assigining three spectral bands to three color
primitives of blue, green, and red respectively. If the response of the three bands
are equal, the resultant color is gray (between white to black). If there is an
unequal response in the three bands, we can see color. For instance, we often use a
false color composite that assigns data obtained in the visible green region to
color primitive blue, visible red to green, and near-infrared to red. This color
combination. is similar to infrared color photography, in which vegetation appears
red because of its high reflectance.in the near-infrared region and low reflectance
in the visible region due to chlorophyll absorptions. In a false color composite
image, the areas of dense vegetation appear in reddish color as well. If you would
like to express vegétation in green, you can use another color combination so
called a natural color composite that assigns the visible. green region to color
primitive blue, visible red to red, and near-infrared to green. Bul please note that
the ‘greeninsh color of. vegetation in this color combination: is due to high
reflectance in the near infrared region, and is not the same as the green color that
human eyes are seeing.

7.2.2 Band ratios .. - L < : : , s

Band: ratios are ‘the most widely employed and computationally simple
method of data processing to evaluate multispectral data.. Previous studies have
described many ratio-based image processing techniques. For instance, a band
ratio between the near infrared and visible red bands . is ‘useful for vegetation
mapping as explained ‘as. Ratio Vegetation Index (RVI) in the section 7.3.2. For
rock type-discrimination, Rowan et al. [1974] employed Landsat MSS band ratios
to enhance sensor response patterns and successfully demonstrated.that a color
composite image of the. band ratios could delineate. distribution of.iron-oxide
minerals associated with hydrothermally altered areas in Goldfield, Nevada,
U.S.A.



A combination. of band ratios and a color composite is a popular method to
provide useful information for visual image interpretation. ASTER (see the
chapter 7.6) ‘has 14 spectral bands in the visible and near infrared (VNIR),
short-wave infrared (SWIR), and thermal infrared (TIR) regions, and its
multi-spectral data are widely used for surface mapping (Yamaguchi et al., 1998).
For instance, a color composite image assigning the ASTER band ratios 4/7 to red,
7/6 to green and 6/7 to blue is useful to delineate hydrothermal alteration zones,
which often contain minerals such as alunite, a sort of phyllosilicate minerals.
Alunite has a spectral response of high in band 4, moderate in band 7, and low in
band 6, so that the band ratios of 4/7 and 7/6 are high, while 6/7 is low. As a result,
the areas containing alunite appear yellow in this color composite image. There
are many other combinations of the ASTER band ratios. In this approach, it is
important to know the spectral response pattern of a target mineral. By combining
expected band responses and knowledge of additive color mixing, we can easily
predict color of the target mineral on a color composite image. We can also design
and propose a new combination of band ratios in this way.

7.2.3 Relative absorption-Band Depth (RBD) : S

A more ‘advanced band ratio technique called Relative Absorptlon Band
Depth (RBD) was proposed by Crowley et al. (1989) for discriminating rock types
that contain phyllosilicate and carbonate minerals. The numerator is the sum of
the bands representing the shoulders (bands i and j), and the denominator is the
band located nearest the absorption feature minimum (band k) as shown in Figure
7.1;

RBD = (band i + band j) /bahdk R G .(7.1)
A |
DN |
~ band i —
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A

Figure 7.1 Concept of Relative Absorption-band Depth (RBD).
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If there is an absorption in band k, RBD shows a larger value compared with
a case where a response of band k is similar or larger than those of bands i and j.
RBD was proposed to distinguish areas:containing minerals with diagnostic
absorption features. Below are three typlcal RBD examples for the ASTER SWIR
bands. , , : ;

Ca C03 RBD : (band 7 + band. 9) /band 8 S : (7.2)

Ca, Mg- C03 (a’olomzte) RBD (band 6+ band 8) /band 7 . (7.3)
Al— -H RBD: (band 5 +-band 7) /band 6 o (7.4)

The RBD technique was applied to the actual ASTER data, and was proven.to be
useful for lithologic mapping (Rowan et al., 2005). oo

7.2.4 Spectral Indices and Tasseled Cap Transformation

~ A spectral index is one of the techniques to quantify multl spectral sensor
response patterns, and is similar to principal component analysis (PCA) in the
sense that both. are orthogonal transformations - of -multi-spectral data. A
fundamental difference between these two methods. is that the spectral indices
define the transform axes to represent specific spectral patterns of interest (Figure
7.2), while the PCA determines the transform axes mathematically to maximize
variance of multi-spectral data. The PCA is useful to reduce dimensionality of
multi-spectral data without significant information loss. Visual interpretation for
discrimination and mapping of surface materials may be enhanced by a color
composite image of major principal components. However, it is often difficult to
know physical meanings of PCA images, as PCA results are scene dependent, i.e.
transform coefficients change from scene to scene. In contrast, as spectral indices
use pre-determined transform coefficients, it is’ possible to know physical
meanings of a transformed result to some degrees (Crist and Cicone, 1984).

The concepl of the spectral indices for assessing vegetation was initiated as
the Tasseled Cap transformation by Kauth and Thomas (1976), who proposed four
spectral indices called Brightness, Greenness, Yellowness, and Nonsuch using the
four Landsat MSS bands. For more details on Greenness, please see the
section 7.3.7.
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Figure 7.2 Concept of spectral indices proposed by Yamaguchi and Naito (2003). The second
and higher order axes were determined so as to represent spectral responses of the minerals
of interest in the plane orthogonal to the Brightness, the first transform axis.

In general, spectral indices in n-space can be defined as values measured by
projecting data points onto axes with appropriate unit vector directions. It is a
kind of orthogonal transformations, and the transform axes are determined to
represent specific spectral patterns (Jackson, 1983). The m-th spectral index in n
-space (m < n) for the i-th pixel (nY}) can be given by the following formula;

in=mA1 XX],-+,,,A2 XX2i+ ......... +mAn XXH' (75)

where n is the total number of the spectral bands, A, is the transform coefficient
of n-th band dala for the m-th spectral index, and X,; is n-th band data of an i-th
pixel. We can produce a spectral index image by simply applying the transform
coefficients to a surface reflectance data set.

Figure 7.3 is examples of the spectral index images (Yamaguchi and Takeda,
2003). The bright areas show high spectral index values, and indicate relatively
higher concentration of the specific mineral.
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Figure 7.3 Examples of the spectral index images; Alunite index (left) and calcite index
(right) images of Cuprite, Nevada (Yamaguchi and Takeda, 2003).

7.2.5 Spectral Angle Mapper (SAM)

Spectral Angle Mapper (SAM) technique. is a tool that permits rapid mapping
of the spectral similarity of image spectra to reference spectra. The reference
spectra can be either laboratory or field spectra or extracted from the image. As
shown in Figure 7.4, the algorithm determines the spectral similarity between two
spectra by .calculating the angle between the two spectra, treating them as vectors
in a space with dimensionality equal to the number of bands (Kruse et al., 1993).
The calculation consists of taking the arccosine of the dot product of the spectra
as show in the equatlons (7.6) to (7 9)
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ﬁ
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Figure 7.4 Concept of Spectral Angle Mapper (SAM).
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7.3 Vegetation indices

7.3.1 Spectral properties.of vegetation :

Characteristic spectral features of .green vegetatlon in the visible to near
infrared (NIR) regions are useful to distinguish vegetation from the other
materials, and are applicable to remote sensing (Figure7.5). In the visible region,
chlorophyll-a has strong absorptions centered at 432nm and 663nm, and
chlorophyll-b has absorptions at 467nm and 653nm, respectively. Chlorophyll
utilizes solar radiation energy in these wavelenght regions for the phtosysnthesis
activity. As a result, the reflectance of vegetation in the visible region is generally
low. Green light in solar radiation is reflected relatively stronger than blue and red
lights, so that plant leaves containing chrolophyll look greenish to human eyes.

In the NIR region, cellular structures of plant strongly reflect solar radiation. Thus,

there is a steep slope between the red and NIR regions, and this slope is callled as

the red edge. On the earth surface, only vegeatation has such an abrupt reflcetance
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change in relatively narrow spectral region in the visible to near infrared regions.
This diagnostic spectral feature is very important to analyze vegetation by using
remotely sensed data. -

0.87
0.61

0.41

Reflectance

0.2t

05 1.0 15 20
Wavelength ( 4 m)

Figure 7.5 A typical reflectance spectrum of a green leaf.

7.3.2 Ratio Vegetation Index (RVI) and Difference Vegetation Index (DVI)

Ratio Vegetation Index (RVI) and Difference Vegetation Index (DVI) are
simple indices to quantify the spectral contrast between the NIR and Red, and are
widely used to assess vegetation. Higher RVI or DVI means denser vegetation. In
general, RVI shows a better linearity to vegetation amount for sparse vegetation
areas, while DVI is better for dense vegetation areas.

It is known that RVI is proportional to Leaf Area Index (LAI), which is a
dimensionless parameter, and is defined as a total area of leaves (one side) in a

unit area.” -
< “RVI=NIR/Red - -~ L (7.10)
. DVI=NIR —Red ‘- E R (7.11)
7.3.3 Perpendicular Vegetation'lhdex‘ (PVI) o
- "Richardson and Wiegand (1977) developed a two-dimensional perpendicular

vegetation index (PVI) using two bands of thc Landsat MSS. PVI is similar to
DVI, but measures a Euclidean -distance ‘from the soil line to be established by



picking up digital numbers (DNs) or reflectance of pure soil pixels, usually dark
and bright ones (Figure 7.6). If the soil line coincides 1:1 line (NIR = Red) in the
NIR and Red scatter plot, PVI is identical to DVL. If the soil line does not pass the
origin, DVI may give an error in estimating vegetation amount. In this sense, PVI
is better than DVI, if we can define the soil line properly. In the following
equation, the coefficients a and b are the slope and intercept of the soil line.

PVI=sina*(NIR-b) - cos a*Red , (7.12)

NIR

Red
Figure 7.6 Concept of Perpendicular Vegetation Index (PVI).

7.3.4 Normalized Difference Vegetation Index (NDVI)

Normalized Difference Vegetation Index (NDVTI) is the most popular and
widely used vegetation index. It is calculated as a ratio between difference and
sum of NIR and Red as shown below;

NDVI = (N]R Red) / (NIR + Red) (7.13)

As ‘the range of NDVI is flxed from -1 to +1, it is easy to use in various
calculations. Usually NDVI saturates at about 0.7 for dense vegetation, and rarely
exceeds it. The NDVI image around Nagoya City is-shown in Figure 7.7.-Please
note that the urban areas show low NDVI values, while the northern and eastern
mountainous areas exhibit high NDVI values. '
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Figure 7.7 NDVI image around Nagoya City generated from ASTER data of July 10, 2000.

NDVI seems to be a kind of difference vegetation indices, but is actually a ratio
type vegetation index as shown in equation (7.14);

NDVI = (1 - NIR/Red) / (I + NIR / Red) - -
= (1-RVI) /(I + RVI) (7.14)

NOAA has edited global cloud free AVHRR mosaics on a weekly basis since April
of 1982 - (http://www.ncdc.noaa.gov/oa/ncdc.html), and is.providing rescaled
NDVI as Global Vegetation Index (GVI). This data product is very useful to study
interannual variations -of global vegetation, and -is being widely used. Similar
cloud free NDVI data is also available as a MODIS standard data product
(http://daac.gsfc.nasa.gov/), e.g., 18 days or monthly NDVI composite image data
as shown in Figure 7.18.



Figure 7.8 Global NDVI distribution. MODIS 18 days NDVI composite image.

7.3.5 Soil Adjusted Vegetation Index (SAVI) and its successors

Soil Adjusted Vegetation Index (SAVI) was developed by Huete (1988) in
order to suppress the effect of reflectance change of soil background beneath
vegetation cover. If the soil reflectance changes, NDVI also changes, since the
equal-NDVI-value lines do not go through the origin. SAVI moves the origin to
solve this problem. SAVI works particularly well for sparse vegetation.

SAVI = {(NIR - Red) / (NIR + Red + L)} + (1 +L) (7.15)

where L is a correction factor in order to reduce soil influence. L=1 for very low
vegetation densities, L=0.5 for intermediate densities, and L=0 to 0.25 for higher
densities. We may use L=0.5 as a default, if vegetation density is unknown.

SAVI requires a rough estimation of vegetation density in advance to choose an
appropriate L value that us sometimes difficult. Modified Soil Adjusted Vegetation
Index (MSAVI) is proposed to provide an appropriate L value automatically based
upon a NDVI value (Qi et al., 1994).

MSAVI = {(NIR - Red) / (NIR + Red + L)} + (I +L) (7.16)

L =1-2aNDVI(NIR - a* Red) - ' (7.17)

where a is the slope of the soil line that passes the origin.
Second Modified Soil Adjusted Vegetation Index (MSAVI2) was proposed
later. MSAVI2 does not require to determine the soil line.
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MSAVI2 = 0.5 » [2:NIR + I - {(2*NIR + 1)? - 8 (NIR - Red)}'”’]
(7.18)

Transformed Soil Adjusted Vegetation Index (TSAVI) was developed by Baret and
Guyot (1991). SAVI, MSAVI, and MSAVI2 use the soil line passing the origin, but
TSAVI uses a soil line that does not necessarily pass the origin and has an
arbitrary intersect and slope.

TSAVI = {a*(NIR - a*Red - b)} / {fa*NIR + Red - a*b + X+ (I + d° )}
(7.19)

where a = 1.2, b = 0.04, and X = 0.08 in Baret and Guyot (1991). These indices
are useful to suppress the background soil effect particularly in relatively sparse
vegetation areas. However, they are still not as popular as NDVI due to their
calculation complexities.

7.3.6 Enhanced Vegetation Index (EVI)

Enhanced Vegetation Index (EVI) was developed to generate the MODIS
standard data product (Justice et al., 1998) and can minimize the both soil
background and aerosol effects.

EVI = G+(NIR - Red) / (L + NIR + C;*R - Cy*Blue) (7.20)

Bluc is reflectance in visible blue region, G is a gain factor, L is soil adjustment
factor, and C; and C, are coefficients. In the actual calculation, the following
values were used; G=2.5,L=1, C; =6, and C; = 7.5.

7.3.7 Greenness

Greenness is the second index of the tasseled cap transformation, a sort of
orthogonal transformation in multi-dimensional space, which us explained in the
section 7.2.4. The following equations have been proposed as greenness for the
sensors onboard the Landsat series (Kauth and Thomas, 1976; Crist and Cicone,
1984; Crist et al., 1986; Huang et al., 2002). To calculate the greenness values,
simply put DNs of each band to the equation. Greenness is a simple and useful
method, but it sometimes includes error as this method does not consider radiance
changes due to the atmospheric and solar radiation conditions.



Greenness (MSS) = -0.29 -MSS4 - 0.56 -MSS5 + 0.60 -MSS6 + 0.49 -MSS7
(7.21)

Greenness (Landsat 4 TM) = -0.2848 TMI - 0.2435 -TM2 - 0.5436 -TM3
+0.7243 -TM4 + 0.0840 -TMS5 - 0.1800 -TM7 ,
: (7.22)

Greenness (Landsat § TM) = -0.2728 -TMI - 0.2174 -TM2 - 0.5508 -TM3
+0.7221 *-TM4 + 0.0733 -TMS5 - 0.1648 TM7 - 0.7310
(7.23)

Greenness (Landsat 7 ETM+) = -0.3344 -ETMI - 0.3544 -ETM2 - 0.4556 -

ETM3
+0.6966 -ETM4 + 0.0242 -ETMS - 0.2630 -ETM7
(7.24)

7.4 Relationships between global vegetation variations and climate

7.4.1 Data correction and analysis methods

Relationship between global vegetation variations and climate was
investigated by using satellite remote sensing data (Kawabata et al., 2001).
Photosynthetic activity by vegetation, which fixes carbon as biomass in the
biosphere, plays a key role in the global carbon cycle (Schimel et al., 1995), and
can be inferred using a satellite-derived vegetation index (Goward et al., 1985)
such as NDVI. For example, interannual increase in NDVI associated with
lengthened plant growing season in the northern high latitudes has been pointed
out (Myneni et al., 1998). Climate effects are expected as one of the factors of
interannual variations in vegetation activities, and relationships between NDVI
and climate data have been investigated on regional (e.g., Li and Kafatos, 2000)
and global (Schultz et al., 1995) scales. Although Schultz et al. (1995) reported
that interannual NDVI data were not highly correlated with climate data, it might
be inappropriate to utilise satellite-sensed land surface temperature data and
NDVI data without proper corrections when comparing NDVI and climate
variables. S

Interannual trends in NDVI were investigated seasonally and annually on a
global scale using the Pathfinder AVHRR (Advanced Very High Resolution
Radiometer) Land NDVI data set from 1982 to 1990, which was corrected
utilising desert and high NDVI areas (James and Kalluri, 1994; Ichii et al., 2002).
In addition, climate effects on NDVI variations over this period were examined
using land air temperature and precipitation data obtained - at ground
meteorological stations. :
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The Pathfinder AVHRR Land NDVI data set was produced from data
observed by the National Oceanic and Atmospheric Administration (NOAA)
meteorological satellites; NOAA-7, -9, and -11, and covers the periods from July
1981 to September 1994 at 8 km spatial and ten days or one month temporal
resolutions. The monthly data from December 1981 to December 1990 were used

in the present study, because the eruption of Mt. Pinatubo in June 1991 might

affect the data obtained since then [Myneni et al., 1998]. This data set was
originally corrected for various factors such as intra-sensor degradation; however,
some residual errors have still been: found to exist due to incomplete atmospheric
correction resulting from lack of appropriate water vapour and aerosol data, and
so on [Myneni et al., 1998]. To eliminate these errors, the authors applied further
correction to the data set by utilising two targets that were expected to be
time-invariant in NDVI, namely, desert (no photosynthetic activity) and dense
forest (saturated NDVI; Carlson and Ripley, 1997) areas. In addition, geométric
resampling was performed in order to reduce original spatial resolution by 8 km,
to 1°latitude by longitude gridding, so as to suppress noise. These monthly NDVI
data for consecutive three and twelve months were averaged to generate seasonal
and annual NDVIs for each year at each grid. :
The seasonal and annual NDVIs for nine years at each cell were regressed
hnearly as a furiction of timé to estimate their change rates except for areas of
insufficient data (n<5) or low mean NDVI (<0.05), and areas with statistical
significant tendencies (>10%) were extracted. In the regions where distinct NDVI
trends existed,  correlations between® NDVI and land air temperature or
precipitation = were examined to investigate -climate effects on interannual
variations in vegetation activities. The climate data sets were constructed from
stational observations at 5° spatial resolution and one month time intervals, and
the temperature data were expressed as anomalies from 1961 -to 1990 [Jones,
1994; Hulme et al. 1998] : : :

7.4.2 Results and dlscussmn . : -

Global distribution of statistically significant trends in annual NDVI from
1982 to 1990:is shown in Figure 7.9 [Kawabata et al., 2001]. Areas showing
statistically significant (>10%) NDVI trends are indicated in colour from green to
red. Grey regions indicate areas of insufficient data (n<5) or low mean NDVI
(<0.05). White .regions.indicate areas in which statistically significant NDVI
trends were not found. Rectangles indicate representative areas examined -for
correlation between NDVI and climate. data. -In the Northern Hemisphere, NDVI
increasing  trends were found broadly from the high latitudes to the equatorial

regions, including north-western America, Europe, northern China, western Africa,

and south-eastern: Asia. On the other hand, NDVI decreased in some parts of the
Southern Hemisphere, especially in arid and semi-arid regions such as northern
Australia and Argentina. Most of extracted pixels with significant NDVI trends
were satisfied with #=9. S
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Figure 7.9 Global distribution of interannual changes in annual NDVI from 1982 to 1990.
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Figure 7.10 Global distribution of interannual changes in seasonal NDVI from 1982 to 1990.
‘Details are as same as in figure 1 (Kawabata et al., 2001).

150



Figure 7.10 also indicates statistically significant changes in NDVI on a
global scale for each season. In the northern middle-high latitudes, NDVI
increased in several regions, especially between March and November, and the
rates of increase were particularly high in spring and autumn, which probably
corresponds to lengthened growing season of vegetation [Myneni et al., 1998].
Although NDVI increased mainly from June to November over the tropical
regions, NDVI decreased almost throughout the entire year in some arid and
semi-arid areas in the Southern Hemisphere.

The areas that showed significant trends can be divided into three categories:
northern middle-high latitudes, tropical regions, and arid and semi-arid areas in
the Southern Hemisphere.. Then, relationships- between NDVI and climate
variables were examined for NDVI increase/decrease areas, as shown in figure 1,
of these three categories: ,

In the northern middle-high latltudes annual and seasonal NDVIs and

temperature were positively correlated (R*=0.3-0.7) in most of extracted areas (e.g.

Figure 7.11), whereas correlation between NDVI and precipitation was not
significant. Therefore, interannual rise in temperature is expected to have brought
about an NDVI increase in these regions. In the tropical zone, the correlation
between NDVI and climate variables was not strong (R?<0.2), and therefore
effects of temperature and' precipitation on the interannual NDVI increase are
small. Although possible reasons for increased NDVI might include accelerated
vegetation activities due to CO; fertilisation, further analysis is necessary because
a. significant change in NDVI did not appear in the Amazon area, where
anthropogenic deforestation and its regrowth are expected to be complicatedly
affecting NDVI variations. Figure:7:12 indicates interannual variations in annual
NDVI and precipitation in .northern Australia and shows:a linear correlation
between them (R’=0.75). ‘A similar correlation was also found in Argentina
(R?=0.54). This relationship between annual NDVI and rainfall agrees with result
of a previous study performed for the Sahel region [Malo and Nicholson, 1990].
Therefore, the interannual decrease in plant act1v1tles was due to a decrease in
precipitation in these arid and semi-arid areas.
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Figure 7.11 (a) Interannual variations in annual NDVI (solid line) and temperature anomaly
(dotted line) in Europe (40°N-60°N, 10°W—20°E) from 1982 to 1990. (b) Correlation between
NDVI-and temperature anomaly (Kawabata et al., 2001).
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Figure 7.12 (a) Interannual variations in annual NDVI (solid line) and precipitation (grey
bar) in northern Australia (15°S-20°S, 120°E-140°E) from 1982 to 1990. (b) Correlation
between NDVI and precipitation (Kawabata et al., 2001). :

7.5Es_timati0'11‘ of terrestrial carbon fluxes

7.5.1: Defmmons of carbon ﬂuxes

Gross Primary Production (GPP) is the carbon uptake by.plan photosynthes1s
activity from the atmosphere. Net Primary Production (NPP) indicates the net
carbon uptake by vegetation, and is given by subtracting Autotrophic Respiration
(Ra) from:- GPP (Eq. 7.25). Ra is carbon emission from vegetation through plant
respiration. Net Ecosystem Production (NEP) is the net carbon uptake. by an
ecosystem, e.g., a forest ecosystem as an example of a terrestrial ecosystem. NEP
can. be given by subtracting carbon emission due to soil organic matter
decomposition by soil microbe (SD) from NPP (Eq. 7.26).

NPP = GPP —Ra

(7.25)
NEP = NPP - SD (7.26)
Atmosphere
A A
Photosynthesis Respiration
(GPP) (Ra)
Y
- D iti
Vegetation eco?spg)s on
Litter fall
k 4

Organic matter in sail

Figure 7.13 Carbon cycle processes in terrestrial ecosystem.



7.5.2 Estimation of GPP

GPP is the most fundamental carbon uptake by terrestrial vegetation, and its
accurate estimation is indispensable for estimating NPP and NEP. Ra and SD are
generally estimated by a model using inputs of meteorological parameters such as
air temperature and precipitation, and surface condition parameters such as
vegetation and soil types [e.g., Sasai et al., 2005]. Based upon estimated GPP, Ra,
and SD, we usually can calculate NPP and NEP.

In order to estimate GPP, many previous studies have been using an approach
called the Production Efficiency Model (PEM) concept, which assumes that
carbon uptake by photosynthesis is proportional to solar light absorbed by
vegetation [e.g., Myneni et al., 2002; Potter et al., 1993]. GPP is assumed to be a
product of Light Use Efficiency (LUE) and Absorbed Photosynthetically Active
Radiation (APAR);

GPP =LUE + APAR (7.27)
GPP =LUE - FPAR + PAR (7.28)

APAR is a product of Fraction of Photosynthetically Active Radiation (FPAR),
and Photosynthetically Active Radiation (PAR). PAR is a part of solar radiation
that can be used for photosynthesis by vegetation, that is, visible light whose
wavelength is from 400 to 700 nm. In estimation of GPP, the PAR is given by
actual solar radiation measurements, or is derived from solar irradiance by
assuming that PAR is about 45 to 50 % of solar irradiance. FPAR is a fraction of
PAR by vegetation for photosynthesis. FPAR is a function of vegetation density,
so that it can be estimated by NDVI, which has a systematic relation to vegetation
density such as Leaf Area Index (LAI).

Many approaches have been proposed to estimate LUE. The simplest method
is to use a constant LUE value, but later many studies use different LUE values
for different vegetation types. Moreover, recent studies assume that LUE is a
function of environmental parameters such as air temperature and precipitation.
Thus LUE is defined by a product of the maximum Light Use Efficiency
(LUEmax) under the optimum condition and stress factor which ranges from 0 to
1.

LUE = LUEmax - Stress (7.29)

Sasai et al. [2005] defined Stress as the ratio of actual to maximum
photosynthesis based upon a photosynthesis rate, which accounts for the
biochemical responses of temperature, relative humidity, and soil water content.
They also proposed to calculate Stress from the three parameters of soil water,
vapor pressure, and air temperature. Figure 7.14 shows the global Stress
distributions as estimated by BEAMS, CASA, and MOD17. All stress results
are averaged for the period 1982 to 2000. A high Stress value indicates that plants
are undet suitable temperature and wetness conditions, while a low value indicates
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inappropriately low or high temperatures and/or dry conditions (Sasai et al,
2005).

MOM7

0.0 0.5 10

Figure 7.14 Global Stress distributions as estimated by BEAMS, CASA, and MOD17 (Sasai
et al., 2005).

An example of calculation flow of estimating NPP of terrestrial vegetation
from remote sensing data is summarized in Figure 7.15. NDVI calculated by
remote sensing data will be used to estimate FPAR, which will be used to estimate
APAR. On the other hand, surface vegetation types derived from remote sensing
data is used to choose an appropriate LUEmax value. LUE will be calculated by
LUEmax and meteorological parameters such as temperature and precipitation.
Finally, APAR and LUE are used to estimate GPP, which will be then converted
NPP by assuming Ra from meteorological data and surface types. Figure 7.16
shows Spatial variation in annual NPP averaged for the period 1982 to 2000 (Sasai
et al., 2005).



[FPAR| [PAR]|  [LUEmax| [Stress]

| Surface Type | ]Temperature. Precipitation|

‘Remote sensing ‘Meteorological data

Figure 7.15 Flow of estimating NPP of terrestrial vegetation from remote sensing data.

o B 1200 gC/mz2iyr

Figure 7.16 Spatial variation in annual NPP averaged for the period 1982 to 2000 (Sasai et al.,
’ 2005). '
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7.6 An example of a high resolution remote sensor; Advanced

Spaceborne Thermal Emission and Reflection Radiometer (ASTER)

7.6.1 ASTER instrument characteristics

The Advanced Spaceborne Thermal Emission and Reflection Radiometer
(ASTER) is a high spatial resolution multi-spectral imaging radiometer onboard
the NASA’s Terra spacecraft launched in December, 1999 [Yamaguchi et al.,
1998]. The primary science objective of the ASTER mission is to improve
understanding of the local and regional processes occurring on or near the Earth's
surface and lower atmosphere. ASTER data can be used to help establish a
baseline for long-term monitoring of local and regional changes on the Earth's
surface, which either lead to, or are in response to, global climate change.

The ASTER instrument has three separate optical subsystems; the visible and
near-infrared (VNIR) radiometer, short-wave-infrared (SWIR) radiometer, and
thermal infrared (TIR) radiometer, as shown in Table 7.1. There are three spectral
bands in the VNIR, six bands in the SWIR, and five bands in the TIR regions,
with 15-, 30-, and 90-m ground resolution, respectively. The VNIR subsystem has
the highest spatial resolution among the Terra instruments, so that ASTER is
called as the zoom lens of Terra. The three VNIR bands are similar to those of the
Landsat Thematic Mapper (TM) and the Optical Sensor (OPS) of the Japanese
Earth Resources Satellite (JERS-1) launched in 1992. The VNIR subsystem has a
nadir (band 3N) and backward-viewing band (band 3B) for stereoscopic
observation in the along-track direction. The nadir-backward stereo viewing
geometry gives a higher probability of obtaining a cloud-free image pair, as
compared to a side stereo observation system requiring multi-orbit observations,
such as the SPOT HRV. The base-height (BH) ratio is 0.6. Digital elevation
models (DEM) can be generated from stereo data.



Table 7.1 ASTER baseline performance requirements.

Absolute

Spatial

Signal

Band Spectral Radiometric
No. Range (um) Resolution Accuracy | Resolutio | Quanti-
(o) n zation
1 0.52 - 0.60
VNIR 2 0.63 -'0.69 NEAp <0.5% <+4% 15 m 8 bits
3N 0.78 - 0.86 _ ' '
3B 0.78 -0.86
4. 1.600 - 1.700 | NEAp < 0.5 %
5 2.145-2.185 | NEAp<1.3%
SWIR 6 2.185-2.225 | NEAp<1.3% <+4% 30m 8 bits
7: |.2.235-2.285 | NEAp <1.3% .
8 2.295-2.365 | NEAp<1.0 %
9 2.360 - 2.430 | NEAp <1.3 %
10 8.125 - 8.475 :
11 8.475 - 8.825
TIR 12 8.925-9.275 | NEAT <0.3K | . <1K-3K . (90 m 12 bits
13 10.25--10.95
14 10.95 - 11.65
Stereo Base-to-Height Ratio 0.6 (along-track)
Swath Width 60 km
Total Coverage in Cross-Track 232 km
" Direction .
MTF at Nyquist Frequency 0.25 (cross-track), 0:20 {(along-track)
Band-to-Band Registration 0.2 pixels (intra-telescope)
0.3 pixels (inter-telescope)
Peak Data Rate 89.2 Mbps
Mass 406 kg
Peak Power 726 W

The spectral’ bandpasses of the SWIR bands were selected mainly for the
purpose of surface soil and mineral mapping (Flgure 7.17). The ASTER pérmits
more detailed surface soil and hthologlc mapping than Landsat TM and JERS-1
OPS. The ASTER TIR subsystem has five bands in the thermal infrared region.
For the first time, ASTER is providing high-spatial resolution multi- spectral TIR
data from orbit. Having multi-spectral TIR data allows for a more accurate
determination of the variable spectral emissivity of the land surface, and hence a
more accurate determination of the land surface temperature. The ASTER Science
Team developed algorlthms to separate temperature and emissivity of the surface
materials [Gillespie et al., 1998]. Emissivity patterns derived from the five TIR
bands are useful for dlstlngulshmg silicate and carbonate rocks.

" Characterization of the ASTER instrument has proven to us that the ASTER
has excellent radiometric, geometric, and spect1a1 performances and that they

meet the observation performance requirements given by 'ghe ASTER Science
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Team. In order to maintain and monitor the observation performances, periodical
in-flight calibration activities are being carrled out by the ASTER: Science Team
and Instrument Team. :
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Figure 7.17 Left ; Spectral bandpasses of the ASTER VNIR and SWIR (numberts in the figure
indicate ASTER bands), and the retlectance spectra of typical minerals, rocks, and vegetation:
(a) kaolinite, (b) montmorillonite, (c) alunite, (d) calcite, (e) andesite, (f) granite, and (g)
green leaves. Right ; Spectral bandpasses of the ASTER TIR, and the emissivity
(transmlssmn) spectra of typical rocks [modified from Vickers & Lyon, 1967] (a) dacite, (b)
granite, (c) pumice, (d) trachyte (e) quartz syenite, (f) andesite, (g) nephelene syenite, (h)
hypel thene andesite, (1) quartz diorite, (]) augite, (k) basalt, (1) plagloclase basalt, (m)
peridotite, (n) serpentlmte (o) hmburglte and (§9)) dumte ;

7.6.2 ASTER operatlon and data dlstrlbutlon

The three ASTER subsystems can be operated 1ndependently Comblned with
mu1t1p1e gain settings and pointing angles, there are many possible comblnatlons
of observation modes. However, several nommal modes have been defined. The
nominal daytime mode s 31multaneous data - acqulsmon using the three
subsystems looking at the same 60 km 1mag1ng swath. The nomlnal nighttime
mode is TIR-only operation.

The primary limitation on ASTER data collection is the data volume allocated



to the instrument in Terra’s memory (solid state recorder) and in the
communications link with TDRSS and ground stations. The maximum average
data rate allocated to ASTER, based on a two-orbit average, is 8.3 Mbps, which
roughly corresponds to 8 minutes of full-mode daytime operation plus 8 minutes
of night time TIR operation per orbit. The single orbit maximum data acquisition
time is 16 minutes, if no data is acquired in both previous and following orbits.
The peak data rate and peak power consumption are 89.2 Mbps and 726 W
respectively. Currently ASTER is acquiring approximately 600 scenes per day as
an average. As of September 26, 2005, ASTER had acquired 1,045,498 scenes, of
which 424,025 scenes had been assessed as less than 20% cloud cover. Figure
7.18 shows a global mosaic of the ASTER level 1A browse images as of March 30,
2005.
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Figure 7.18 A global mosaic of the ASTER level 1A browse images as of March 30,
2005.

Fundamentally ASTER obtains data by target observation based upon data
- acquisition requests by users. The scheduler automatically generates a
One-Day-Schedule (ODS) for ASTER observation every day using the
- prioritization function in order to maximize the science return. ASTER is useful to
observe and monitor geohazards such as floods, tsunami attacks, volcanic
eruptions, or fires. Since requests for urgent observations of such phenomena must
be fulfilled in short time periods, these requests receive special handling. As soon
as an ASTER user becomes aware of such a phenomenon, he/she submits a request
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for an urgent observation. The ASTER Science Team reviews the request and
judges whether the request should be accepted or not in a timely manner. Once
accepted, the prioritization function will increase the priorities of urgent
observations to increase the likelihood that they will be successfully acquired
within the lifetime of the relevant event.

ASTER Ground Data System (GDS) of Earth Remote Sensing Data Analysis
Center (ERSDAC) in Japan and the U.S. Geological Survey Land Processes
Distributed Active Archive Center (LPDAAC) in U.S.A. provide user access to all
the ASTER standard data products. In addition to the level 1A and 1B products,
the ASTER GDS and LPDAAC generates the higher level standard and
semi-standard data products including surface radiance, surface reflectance,
surface temperature, surface emissivity, DEM, and ortho-rectified radiance at
sensor. The elevation accuracy of the ASTER DEM is better than 15 m, while the
horizontal geolocation accuracy is about 50 m that is consistent with the reported
spacecraft positioning accuracy [Fujisada et al., 2001]. The ASTER GDS and
EDC provide user access to all the ASTER standard data products, and distribute
requested subsets of them to users either electronically or on appropriate media.
For more details and updates, please visit the following web sites;
http://www.ersdac.or.jp/eng/index.E.html or
http://asterweb.jpl.nasa.gov/.

ASTER data are being used for a variety of applications including surface
geological mapping, quick observations of geohazards such as glacier disasters,
tsunami attacks, and volcanic eruptions, long-term monitoring of natural
vegetation. Land use, glaciers, volcanoes, and coral reefs, and regional surface
heat balance analysis, because of its high data qualities and reasonable data price
(about 10,000 Japanese Yen per scene). The number of ASTER scenes ordered to
the GDS and EDC is increasing steadily. We are very pleased to see that ASTER
data are becoming more and more popular in the remote sensing and earth science
communities in the world.

7.7 Concluding remarks

Remote sensing is a practical tool to observe vegetation variations on local,
regional, and global scales. Particularly multi-spectral data are useful to
discriminate and map surface materials including vegetation. As explained in this
article, several techniques have been developed to process multi-spectral data, but
there is still room to propose a new technique. Remote sensing data can also be
used to estimate terrestrial carbon fluxes by combining a ecosystem model. The
algorithm development is still going on. In addition, development of a new
observation sensor such as ASTER can greatly contribute to give us more
information on terrestrial vegetation,
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8.1 Fundamental processes for the seasonal cycle of surface climate

8.1.1 Land-atmosphere-ocean interaction

The climate of the earth surface is manifested as a land-atmosphere-ocean
interaction between continents and oceans in the seasonal cycle. The ocean has
large heat content with longer climate memory of more than a year, but the land
has small heat content and its climate memory is believed to be short (of less than
a season). Some previous studies emphasized relative importance of the
ocean-atmosphere interaction (OAI) compared to land-atmosphere interaction
(L-AD), particularly focusing on the strong impact of large-scale sea surface
temperature (SST) anomalies -in the tropical oceans nearby the continent. It
should be noted, however, that to specify or distinguish the roles of L-Al from
those of OAI and vice versa is very difficult, particularly in the Asian-Australian
monsoon system- and- the tropical land areas, because these two processes are
strongly coupled to each other. In other words, the L-AI (or OAI) in the
monsoon system should, in any case, be understood as part of the full
land-atmosphere-ocean interaction: ' :

The land shows strong and rapid heating (and cooling) in the seasonal cycle
which in turn has a large impact on seasonal atmospheric differential heating (and
cooling) processes between land and ocean. The land surface processes which
modulate the seasonal heating, therefore, are likely to be responsible, to some
extent, for interannual variability of the hydro-climate or monsoons. For example,
the snow cover and soil moisture anomalies over the Eurasian continent in the
pre-monsoon seasons- have been ‘thought ‘to have large impact on- the Asian
summer monsoon variability. This chapter mainly focuses on the land-atmosphere
interaction with particular emphasis on the role of vegetation on the continental

165



166

— Climatological mean difference (May — Apr)
850hPa [ z(m), u(m/s), v(m/s) ]

) ‘Q—‘?FB .v

o3 S
R T
P R E R Y

[SEVEVEN
ARy,

LRI TE SRR

AAbyvpr

T

«
“
<
&
o
3

v
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and regional-scale climate system over Asia and Eurasian continent, Discussions
focusing on the Asian monsoon system are-made in Yasunari (2006). .

'

8. 1 2 Role of large-scale orography (leetan Plateau)

Seasonal land surface heating and resultant:atmospheric heating over Eura51a
manifest itself in the surface or lower. tropospheric pressure field. . Figure.8.1
shows difference of monthly mean.geopotential field at 850hPa from April to May.
A remarkable decrease of pressure is seen over southern Eurasia centered.over
India/Tibetan plateau area. Similar patterns of pressure change ate seen over
Eurasia from month to month for the period of March through July. In contrast,
the pressure change over the tropical and sub-tropical oceans are very small and
positive (increase of pressure). The large decrease of pressure change over Eurasia
indicates seasonal heating of land, presumably centered over the Tibetan Plateau
and Mongolia. The decrease of pressure over north America centered over the
Rockies is-very small, suggestmg smaller heatlng over there compared. to the
Tibetan Plateau area. : - x : -

- The low-pressure area over the southern Eurasia (called the “monsoon
trough”,) .~ at the surface and lower troposphere induces moist southwesterly wind
from the Indian Ocean { the southwest monsoon flow) toward India, southeast
Asia and cast. Asia, and dry northerly’ wind from the interior of the Burasian

continent.
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Figuré 8:2 Schematic of the circulation between (a) the desert region of North Africa and the

‘Near East; and, (b) the subtropical ocean regions and the precipitating (pluvial) part of the -

monsoon-circulation, respectively. THe components of the monsoon match the transverse and

lateral monsoon components shown in Figure 8.9. The dominant heating or cooling terms are

shown-in the boxes. “SH” and “LH” refer to sensible and latent heating. “RAD?” and “EVAP”

refer to radiational heating and evaporation, respectively. The pluses and minuses represent
i .the sign of the processes and their relative intensity:(Webster et al.; 1998)

The moist monsoon flow, in ‘turn, induces convection and precipitation over the
southeastern part of the continent, which plays a dominant role of atmospheric
latent heating as a “moist L-AI” during the monsoon season.

An important issue may be how this moist L-Al starts in the interior of the
continent. The sensible heatmg over the Tibetan Plateau may be one of the
important factors for triggering this process. In other continents, dry L-AI based
only ~on: sensible heating - from the land surface -cannot produce the
continental-scale monsoons. - Figure 8.2 shows a. schematic diagram of this dry
and shallow L-Al. This process is dominated over the Australian continent and the
west Africa (to the north of west African monsoon) where desert area prevails and
large-scale downward motion is:dominated. The existence of the desert and the
downward -motion ':is. self-perpetuating through a positive feedback of surface
albedo and radiation balance (Otterman, 1974; Charney, 1975; Webster et al.,
1998).-This dry L-Al cannot induce deep atmospheric heating in the interior.of the
continents, ‘but can trigger shallow . coastal ‘monsoon circulation along the
periphery of the continent. This. shallow monsoon circulation is, however, likely
to trigger deep convection ‘when the continents-are surrounded by warm tropical
oceans, e.g., the warm-water pool of Arafura and Timor seas neighboring to the
Australian continent' (Kawamura et al., 2002). The land heating process over-the
Australian continent: is ‘thus important- for triggering the Indonesia-Australian
monsoon.

Over the elevated land surface of the Tibetan Plateau, in contrast, sensible
heating plays a dominant role of atmospheric diabatic heating of the whole
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troposphere particularly in the onset phase of the Asian monsoon. Ueda et al.
(2003) showed that the strong diabatic heating rate in May over the Tibetan
Plateau through the whole troposphere over the Plateau by latent heating through
shallow convection in the pre-monsoon season also plays some role in the heating
process even in the pre-onset phase. The simulation of Asian monsoon by a
coupled. ocean-atmosphere GCM also suggest that without Tibetan Plateau
orography the monsoon prec1p1tat10n cannot penetrate into the mterlor of the
continent. (Abe et'al., 2003). PR : ’

Diabatic heating over the Tibetan Plateau in the pre-monsoon phase causes
horizontal ‘temperature (pressure) gradient in the upper (lower) troposphere
between the surrounding the Indian and Pacific Oceans and the interior of the
continent, which facilitate large-scale convective ‘activity over the South China
Sea through the strengthening of the southwest monsoon flow intrusion (Ueda and
Yasunari, 1998).  Very recently, Jiang et al. (2004) and Wang et al. (2005) also
pointed out an important role of the existence of strong vertical easterly wind
shear over south Asia to the south -of the Tibetan Plateau in the northward
migration of convective zone with intraseasonal time-scales (including : the
monsoon onset phase) from the equatorial Indian Ocean toward the Himalayas.
This may imply that the atmospheric diabatic heating over and around the Tibetan
Plateau (which is primarily responsible for producing the meridional thermal
contrast and the vertical easterly shear over south Asia) is one of the essential
elements, which characterize the var1ab111ty as well as the mean state of the Asian
summer monsoon system. :

8.2 Land surface quantltles controllmg surface climate

The . physical .quantities of land surface which- may posses anomalous
atmospheric -forcing or -climate memory effect can be 1) snow cover, 2) soil
moisture, and 3) vegetation. The land surface layer is generally thought to: have
small heat capacity compared to the ocean surface layer, the non-linear processes
of these quantities in the seasonal and interannual variations effectively produce
relatively longer memory effect, even compatible to that of SST as shown in
Figure 8.3 (Walsh et al., 1985; Shinoda and Gamo, 2000). = The seasonal and
interannual variability of these quantities play significant role in land-atmosphere
interaction by producing anomalous surface and atmospheric heating or cooling,
which in turn affects the monsoon circulation and convection. One should keep in
mind that these quantities are interactive with' the atmospheric conditions so that
detection of simple -cause-result relation is sometimes difficult. However, due to
lack of the adequate observational data, and lack of understanding of actual
physical processes particularly relevant to the climate studies, large uncertainties
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still exist in the relation between variabilities of these quantities and monsoon
activity. : Comprehensive and interactive observation and modeling strategy is
really important for this study. Here we discuss the roles of soil moisture and
vegetation which are important surface parameters in the earth surface climate
except in high-latitude and high-atlitude -regions where snow cover is also an
important parameters.

8.2.1. Role of soil moisture

‘'The soil moisture -is a key parameter for L-Al in the climate system. The
anomaly of surface and near-surface soil moisture is likely to have persistence of
several days to several months, which may cause climate memory through
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anomalous surface energy and moisture fluxes. However, this quantity is very
difficult to measure adequately. The long-term in-situ measurement of soil
moisture is very limited both in time and space (Robock et al., 1998; 2000). The
recent satellite-based indirect measurement using microwave sensors is a
promising method for large-scale soil moisture monitoring, but it has still been
limited for soil moisture or wetness of very-near surface soil layer. The climate
memory effect of soil moisture has, therefore, been discussed basically based
upon climate model experiments. ;

Delworth and Manabe (1988,1989) for the first time assessed the climate
memory effect of soil moisture in GCMs using the so-call bucket model (Manabe,
1969) interacting with the atmosphere through surface water balance. Their bucket
model consists of one soil layer with 15cm water holding capacity (field capacity).
They noticed that the persistency ( measured by auto-correlation ) of soil moisture
anomaly is small whereas in higher latitudes this value ‘is large, depending upon
the ratio of P/Ep (P: Precipitation, Ep: Potential Evapo-transpiration)as shown in
Figure 8.4. In the humid tropics or monsoon regions where P is large enough to
saturate the soil layer, soil moisture:anomaly,does not make sense as a climate
memory. The distribution of persistency in Fig. x can be generally described in
the form 1/A= W*/Ep, where ) is e-folding time of exponential decay of soil
moisture anomaly, and W* field capacity. Though their definition of soil moisture
and assumption of soil layer model were so simple, this relation between soil
moisture anomaly persistency, field capacity of soil layer and Ep was. partly
proved in the observation in central Eurasia (Vinnikov and Yeserkepova, 1991).

In the recent years, more realistic and sophisticated land surface models
(LSMs) have been developed, and many sensitivity experiments with GCMs have
been conducted using different types of LSMs under different experimental
designs.  For example, Douville-et al. (2001) and Douville (2002) assessed the
influence: of soil moisture on seasonal and. interannual variability of Asian and
African monsoons. Through some ensemble experiments with and without an
interactive LSM (named ISBA; "Interaction between Soil Biosphere and
Atmosphere model), they found that the impact of soil moisture anomaly through
the land-atmosphere interactive process is significant in relatively dry monsoon
regions-.(e.g., Indian -subcontinent and northeast Asia) ‘but not in the humid
monsoon regions (e.g., southeast Asia). They also noticed that in the significant
impact regions soil moisture anomaly primarily plays a role-as an initial condition
(at:the monsoon onset phase) rather than the boundary condition. - Kanae et al.
(2004) also performed a set of hindcast GCM :simulation (with prescribed sea
surface temperature) on boreal summer hydro-climate for about 40 years
(1951-1998), with and without realistic soil moisture anomalies, and noticed that
only semi-arid regions in the peripheries of monsoon regions showed reasonably
good simulated precipitation with the observed ones. It is interesting to note that
all the GCM experiments, though the LCM performance and simulation design are
quitc diffcrent from cach othcer, have shown relatively high impact of soil moisture
anomaly in-dry or semi-arid regions. This general tendency of soil-precipitation
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Figure 8.4 (a) Lag one autocorrelation values of soil moisture for the months of June, July
and August(JJA) for SML At each grid point, deviations of monthly mean soil moisture from
the long-term mean for that month were correlated with data from the same grid point, but
lagged one month. Coefficients greater than 0.16(0.3) are significantly different from zero at
the 95%(99.9%) confidence level (see Chatfield, 1984, p.63). Values greater than 0.6 are
densely stippled, while value less than 0.4 are lightly stippled. Permanently ice-covered
region are black. (b)Potential evaporation (cm d™) for JJA in SMI. (Delworth and Manabe,
1989)

feedback has comprehensively been confirmed by the recent Global Land
Atmosphere Coupling Experiment (GLACE) (Koster et al., 2004), where twelve
GCMs with different LCMs participated. For example, in the Asian monsoon
region, the sensitivity of precipitation change to soil moisture condition is large
only in relatively dry areas, e.g., Indian subcontinent and the Yellow-river/inner
Mongolia in China as shown in Figure 8.5. In humid monsoon and tropical
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Land-atmosphere coupling strength (JJA), averaged across YAGcm

60E

Figure 8.5 The land-atmosphere coupling strength diagnostic for boreal summer (the Q
difference, dimensionless, describing the impact of soil moisture on precipitation), averaged
across the 12 models participating in GLACE. (Insets) Area-averaged coupling strengths for
the 12 individual models over the outlined, representative hotspot region. No signal appears

in southern South America or at the southern tip of Africa. (Koster et al., 2004)

regions, the impact seems to be small or insignificant primarily due to
already-saturated soil moisture condition. However, this characteristic nature of
weak soil moisture memory effect in the humid tropics may, to some extent,
counteract with the relatively long memory effect in the humid tropics (Wu and
Dickinson, 2004). In addition, the soil moisture anomaly may be important as an
initial condition to switch on the interaction with precipitation in these relatively
dry regions.

8.2.2. Role of vegetation and land use/land cover changes
a). Some new aspects from observational studies

Another important aspect of land-atmosphere interaction in addition to soil
moisture (and snow cover) may be a role of vegetation. In the Asian monsoon
region and topical land regions, most of the areas are heavily covered by



vegetation, including tropical rain and monsoon forests, water-fed paddy field,
grass land and boreal forest etc. The roles of vegetation in land-atmosphere
interaction may be classified as follows;

1) control of radiation and energy fluxes through albedo and roughness

2) ¢ontrol of transpiration through stomatal resistance

3) control of substantial field capacity of soil with root depth and structure

Due to lack of observations particularly in the large-scale vegetation and its
impact on -climate and water cycle, this aspect has been noted only in the recent
years.-LSMs including these vegetation processes have also been developed and
improved in the recent few decades or so (e.g., Dickinson and Henderson-Sellers,
1988, Sellers et al., 1986) though these models need humerous number of tuning
parameters. To improve and fully utilize these sophlsncated models, however,
observational studies are also essential, including optimal determination of these
parameter values. In:the Asian monsoon region, intensive field campaigns related
to some international projects such as GAME have been conducted, and have
revealed new aspects of the role of vegetation in terms of energy and water cycle
processes.

In the evergreen tropical forest in Thailand, energy and water flux
measurements at several sites with different types of vegetation were conducted
for more than two years as part’ of GAME-Tropics. The evapotranspiration
estimated by a multi-layer model forced by the observed radiation, leaf area index
(LAI) and other realistic parameters revealed that a seasonally maximum
evapo-transpiration appeared in the late dry season (Figure 8.6) just before the
monsoon onset when the’ ground surface was driest in the year (Tanaka et al.,
2003). A LSM study including the effect of root depth to pump up water in deep
soil layer could well simulate this seasonal feature when the mean root depth was
set at 6m (Tanaka et al. 2004) This, 1mp11es that effective field capacity must be
set at an extremely large value in this case. In the deciduous monsoon forest in
Thailand, in contrast, the seasonal maximum of evapo-transpiration appeared in
late monsoon season, associated with seasonal phOtosynthétic»activity and water
availability (Toda et al., 2002). These dependencies of the seasonal variation of
evapo-transpiration (i.e., latent heating) on dominant vegetation types may have a
great impact on modeling of regional and large-scale climate and water cycle,
particularly in the tropics.

- In the boreal forest in Siberia, similar long-term flux measurements were made
in:Lena river basin as part of GAME-Siberia (Ohta et al.,-2001) as shown -in
Figure 8.7. Here, surface energy partition (sensible vs. latent energy) 'is strongly
controlled by phenology of the (larch) forest coupled with seasonal melting (and
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freezing) condition of permafrost beneath the forest. Namely, in May during and
after the snow melt sensible heating greatly increased, which was mostly used for
melting the frozen ground. At the beginning of June when the melted layer of
ground reaches about 20 cm depth or so; the foliation of trees suddenly started
which at the same time triggered transplratwn (latent heating) from the trees.
During mid-summer (June, July and the beginning of ‘August) latent heatmg rate
was comparable or more than sensible heating rate, and. most of the annual
precipitation occurs in this period. This condition prevailed for a broad area of
Siberian boreal forest zone, which contributes to water recycling as well as
maintenance of permafrost, by limiting the melting of permafrost within the
near-surface layer. Thus, the boreal forest'and permafrost of this region are likely
to co-exist.as a.symbiotic eco-climate system through energy and water cycle.

b). Some new aspects from modehng studies

The potential role of large-scale vegetation and land cover on A31an monsoon
has recently been investigated also by some GCM experiments. Xue et al, (2004)
showed that some characteristic features of the east Asian summer monsoon, e.g.,
abrupt northward jump of rainfall belt in the seasonal march - and. low-level
monsoon circulation, are “far better simulated when they introduced more
sophisticated vegetation scheme of SSiB with realistic Vegetat1on distribution than
a simple vegetation scheme w1thout physmloglcal processes (i.e. , ‘photosynthesis
and stomatal control of transpiration). The -abrupt northward jump of rainfall
could occur due to strong sensible heating in the interior of East Asia which
induced horizontal temperature and pressure gradient in the pre-monsoon season.
This probably wad related to stomatal control of evapo-transpiration in the dry
and hot season, resulting in enhancement of sensible heating. Suh and Lee (2004)
also showed in the regional climate model experiment that temperature and
rainfall biases over East Asia have improved considerably by including the
biospheric processes of realistic vegetation over the east Asian landmass. These
experiments have suggested that physiological control of surface energy flux
partitioning (i.e., Bowen ratio) greatly affect pressure gradient over land, and in
turn, circulation and rain systems. . However, the reality of these biospheric
processes needs to be validated through in-situ and satellite-based comprehensive
observations.

We conducted a series of GCM experiments assessing the role of continental
land surface with and without vegetation, and relative impottance of topography
and vegetation on the formation of Asian summer monsoén. In this case, various
vegetation types are simply represented by difference in albedo, roughness and
field capacity of surface soil layer (Yasunari et al., 2006; Saito et al., 2006).
These experiments - do not. explicitly -include the physiological - processes of
vegetation ‘in- the model, but the difference in field capacity of soil layer is
expected to held an important nature of vegetated or non-vegetated surface since
the soil layer is basically produccd by vegetation itsclf. The results suggest the
role of vegetation is generally very large to produce strong monsoon as it is, and



relative roles of albedo and field capacity of soil have appeared to be different
from region to region. In East Asia both the Tibetan plateau topography and
vegetation are important for penetration of moist monsoon flow and precipitation.
In addition, relative importance of albedo vs. field capacity seems to be different
from region to region. In the East Asia the albedo effect of vegetation is more
important, but in the south/southeast Asia the role of large field capacity has
proved to be more important to produce the stronger monsoon particularly in the
mid monsoon season, as shown in Figure 8.8. These numerical experiments have
strongly suggested that in the Asian monsoon region the role of vegetation is
essential for the formation of momnsoon circulation and precipitation through
strong latent heating of the atmosphere. The evapo-transpiration from vegetated
surface plays a crucial role in forming thick moist boundary layer and convection
for the latent heating, as will be described in the next session.
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Figure 8.8 Changes of seasonal precipitation for (a) south/southeast Asia and (b) east Asia
for different boundary conditions of (1) no Tibetan Plateau, no vegetation (bared surface with
rock albedo and roughness) (blue) (2) with Tibetan Plateau, but no vegetation (red), (3) with

Tibetan Plateau and vegetation (soil only) (green), and (4) with Tibetan Plateau with full
vegetation (with soil and realistic vegetation albedo and roughness) (black).
Yasunari et al. (2005)
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8.3 Coupling of land-surface, ABL and cloud/precipitation

processes

Impacts of land surface processes to the atmosphere are brought about through
modification of the atmospheric boundary layer (ABL), and relevant cloud
processes at or above the ABL. Betts et al. (1998) reviewed the overall possible
interactive processes between land surface conditions and the ABL, and
emphasized the importance of vegetation and related land cover/use differences on
the ABL structure and cloud/precipitation process. In the monsoon region, the
advection or inflow of moist flow from oceans to the land is sometimes
emphasized to produce monsoon rainfall in the in the interior of the land area.
However, through some continental-scale experiments (CSEs) under GEWEX
(e.g., GAME in Asian monsoon region, LBA in Amazon basin) moisture supply
from wet land surface has also been proved to be important particularly in the late
monsoon season when the surface becomes wetter than the earlier stage of the
monsoon season. Shinoda and Uyeda (2002) examined a possible impact of
water-fed paddy field in East Asia, using cloud-resolving atmospheric model.
They forced the model using latent and sensible heat fluxes over the paddy field
observed in GAME-Huaihe Basin Experiment (HUBEX) , and found that
meso-scale cloud systems embedded in the Meiyu (Baiu) front developed through
moisture supply to ABL and change of moist static stability of the lower
troposphere. This change of land-atmosphere interaction and its impact on
cloud/precipitation systems through the seasonal change of soil moisture
condition was also observed over the Tibetan Plateau during the GAME-Tibet
(Yamada et al., 2004). In fact, these characteristic changes of water balance or
recycling process of water vapor between land surface and atmosphere through the
seasonal march of the summer monsoon have been noticed in various part of the
continent (Yasunari and Kozawa, 2005). Understanding of these non-linear
feedbacks from precipitation to land surface condition may have some clue for
prediction of seasonal as well interannual variation of precipitation in the Asian
monsoon region.



8.4 Possible impact of anthropogenic land use/cover changes on

Asian monsoon climate

The Asian monsoon region is heavily populated with nearly 60% of the people
on the earth are living. Therefore, the anthropogenic land use and land cover
changes have been one of the largest in the world. These land use/cover changes
from the original vegetation has a high possibility to have changed regional
climate and water cycle of this region. Fu (2003) investigated potential impacts of
human-induced land cover change on the East Asian monsoon,assuming the
present and the potential vegetation (Ojima, 2000). Using a regional model (MM5)
with a land surface scheme (BATS), he noticed that the land cover change
occurred in the history of China may have weakened the East Asian summer
monsoon and strengthened the winter monsoon. The weakened monsoon trough
in the interior of the continent presumably induced by decreased latent heating is
responsgible for the weakened summer monsoon.

Xue (1996) focused on the impact of desertification in the Mongolian and the
inner Mongolian grassland on East Asian monsoon climate, by changing the area
of desertification in the GCM. He found that the desertification is further
intensified by altering from the grassland-type to the desert-type land surface due
to the reduction in evaporation and convective latent heating above the surface
layer. This process seems to be contrastive to the positive feedback of
desertification in the Sahel, west Africa where enhanced radiative cooling and
associated sinking motion induced by increased albedo is likely to be a main
mechanism (Charney, 1975).

In the Indo-china peninsula, a decreasing trend of monsoon rainfall has been
remarkably seen only in September during the past several decades. Kanae et al.
(2001) tried to explain this feature as a result of deforestation in the central part of
the peninsula using a regional climate model (RAMS). They noticed that the effect
of deforestation by changing albedo, roughness and soil moisture condition
significantly reduced rainfall only in September when the monsoon westerly flow
seasonally became weak considerably as shown in Figure 8.9. In other monsoon
months, the effect of the deforestation was negligible because the effect of strong
inflow and convergence of moist monsoon flow was dominated over this region.
These results suggested that the impact of land surface condition, i.e., vegetation
cover, soil moisture etc., changes depending upon the atmospheric conditions
including large-scale wind field, thermal stability etc.
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Figure 8.9 Observed Rainfall trend during 1950-1990 in August (left, upper) and September
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(Kanae et al., 2001).

8.5 Feedback processes through energy and water cycle

A key process of regional climate and water cycle change by the land
use/cover change including deforestation may be how the land surface change
does induce changes of moisture convergence (C) and in-situ evapotranspiration

2



which result in change of precipitation (P). This issue can be more generally

interpreted as a:fundamental energy and water: cycle process of an interaction
between -an ‘arca=limited ~land surface condition' and large-scale atmospheric
environment or circulation. This issue was discussed in terms. of deforestation in
the Amazon basin by Zeng et al. (1996) and Zeng (1998). Figure 8.10 shows a
schematic diagram of the two feedback loops in the perturbed land surface area in
the atmospheric water cycle. Change in P is controlled by two mechanisms: C
feedback (right hand side) and E feedback (left hand side). In the first mechanism,
an increase.in P releases latent heat that drives large-scale upward motion (w),
which causes more moisture convergence, leading to more P. In the E feedback,
higher P leads to a wetter surface and more evaporation, which in turn contributes
to.even.more P. If these two positive feédbacks overlap and work at the same time,
a higher sensitivity of P to land ‘surface change appears. However, if the P increase
causes decrease in radiation through, for example, cloud cover increase, the
increase of C is partially compensated by decrease of E due to decrease of
radiation. An essential issue in the C feedback may be how P increase contributes
to increase of large-scale upward motion (w). N

Assuming the thermodynamic balance neglecting the horizontal temperature
advection, radiativé heating approximated by Newtonian cooling, convective
latent heating proportional to P, the moisture closure (i.e., P = E + C), and C
proportional to w and humidity q in the boundary layer, the P change (AP) can be
approximated as a simple equation as follows (Zeng et al., 1996; Zeng, 1998):

AP=q€NT*/(1-g-B) - 8.1)

where q is a measure of ‘moist static stability (unstable if q > 1), T* is an
atmospheric equilibrium temperature, B( =Ep/Py) is a ratio of potential
evaporation Ep to a threshold precipitation rate Py, above which soil is saturated.
€ is a constant relevant to radiation relaxation and atmospheric latent heat profile.

In the tropics near the equator, this positive C feedback roughly depends upon
whether the horizontal scale of the perturbed area is larger than the equatorial
radius -of deformation (Zeng, -1998).: In the off-equatorial monsoon region,
however, the. influence of large-scale moisture advection is dominated and the
feedback loops (as shown in Figure 8.10) may not be so-simple.. The impact of
deforestation may be apparent through the two positive feedback loops when the
environmental monsoon flow is weak, as is demonstrated in September case of
Thailand (Kanae et al., 2001). In the relatively dry or marginal-monsoon region
(e.g., the north-west part of Indian subcontinent, the Mongolia. and northern
China) where the sensitivity of P to soil moisture anomaly is large as discussed in
4.2.2, the positive feedback loops as shown in Figure 8.10 may be strong mostly
due. to .large . under relatively dry condition. We :should: keep in mind that
relatively "humid regions under the Asian summer: monsoon climate, the
atmospheric boundary layer and the lower troposphere are close to be saturated,

that is, q is relatively large. This condition also‘increases. the sensitivity of P under:
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the slight change of .the surface condition (e.g., albedo) and in turn change of
radiational forcing. The large ‘impact .of water-fed paddy field in China on
development of cloud/precipitation system  in the Meiyu frontal .zone may
correspond to this situation. .

This simple model of energy and water balance can be applied in
understanding the role of land atmosphere interaction of large-scale Asian
monsoon system. For example, when we compare the pre-onset phase and the
mature phase of the' monsoon season, we notice that A P between the two season
is basically due to charige of T* derived from seasonal change of solar radiation,
but the enhancement of the P.change is due to change of q and B, derived from
moisture convergence and in situ evaporation, respectively (Yasunari and Kozawa,
2006). Without these moist processes, the large Asian monsoon system with huge
P particularly over land area may not be formed as it is.

w ‘ wet

c) E

Figure 8.10 The two major feedback loops in the perturbed region: moisture convergence
feedback and evaporation feedback. Here, P is precipitation, w is large-scale upward motion, -
C is large-scale moisture convergence, wet is surface wetness, and E is evapotranspiration.
(Zeng, 1998).

8.6’C0ncludiﬁg remarks

~This chapter has discussed the role of land-atmosphere interaction in the Asian
monsoon. system and tropical land areas. Particular emphasis and focus has been
put-on roles of large-scale orography (e.g., leetan Plateau) and continental or
regional-scale soil moisture and vegetation. ' ‘ :



The role of the Tibetan Plateau is emphasized to trigger the atmospheric
heating over the continent. At the onset or pre-monsoon phase of the monsoon,
sensible heating over the elevated land surface plays an important role to form the
continental-scale heat low in the lower troposphere. This circulation system in
turn produces moist southwesterly flow penetrating into the south, southeast and
East Asia. This moist monsoon flow induces convection and precipitation over the
southeastern part of the continent, which further intensifies atmospheric diabatic
heating through latent heat release. :

Another parameter, vegetation, has been noted as an important variable for the
formation of moist monsoon flow over the continent. Vegetation has several
functions for controlling atmospheric energy and water vapor conditions, such as
albedo, roughness, stomatal conductance and water-holding capacity of root/soil
structure. In fact, through the recent observations and modeling studies, the
atmospheric latent heating over land has been noticed fundamentally through
vegetation control of evapo-transpiration. The anthropogenically-induced change
of land cover/use including the deforestation has a great impact on regional
precipitation and water cycle of the monsoon region by changing some
characteristics of vegetation control of energy and water cycle, which in turn
affect ABL and cloud/precipitation processes in regional-scale.

Finally, a general discussion has been made -on how the land surface changes
could induce change of precipitation through feedback processes of moisture
convergence and in-situ evapo-transpiration processes. In this simple discussion
the critical role of moisture amount near surface and in the ABL is emphasized, to
induce positive feedback to change of precipitation over land in the monsoon
region. : .

In the Asian monsoon system, the fundamental heating centers are located over
the warm oceans near the continent, which has also proved to be resulted from the
strong thermal and thermo-dynamical effect of the Tibetan Plateau (Kitoh; 2002;
Abe et al., 2004). In addition, we could emphasize that the moist land surface
could play an important role for the penetration of precipitation deep interior of
the continent. This moist land surface process has proved to be attributed
essentiallyto the existence of vegetation. Thus, it has strongly been suggested that
the heavily vegetated land surface in the Asian monsoon reégion and the humid
tropics -(e.g., the Amazonia) play a key role for maintaining the humid climate
itself.
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Plant responses to elevated CO, concentration at different

scales: leaf, whole plant, canopy, and population
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9'.,1.'Ab;stra.ct

. Elevated CO, enhances photosynthesis and ‘growth of plants; but. the

enhancement is strongly influenced by the availability of nitrogen. In this article,
we summarise our studies on the plant response to elevated CO,. ‘
+ Photosynthetic capacity of leaves depends not only: on leaf nitrogen content
but-also ‘on nitrogen partitioning within a leaf. In Polygonum cuspidatum; nitrogen
partitioning in the photosynthetic apparatus was not influenced: by elevated CO;
but changed with seasons. Since the:alteration in nitrogen partitioning resulted in
different COy dependence of photosynthetic rates, enhancement of photosynthes1s
by elevated COy was greater in autumn than in summer. Co
- .Enhancement of reproductive yield by elevated CO; is often smaller than that
expected from vegetative growth. In. Xanthium canadense, elevated CO, did not
inctrease seed. production, though the vegetative growth -increased by 53%. As
nitrogen concentration. of seed remained constant at CO, levels,; we suggested that
the availability of nitrogen limited seed production at elevated CO:s.
Does. elevated: CO; increase leaf area index (LAI, leaf area pér unit ground
area) of the canopy? We found that leaf area .development was. strongly
constrained by the availability of nitrogen rather.than CO; levels. In a rice field

cultivated at free-air CO; enrichment, LAI increased with.an increase in nitrogen’

availability but did:not change with CO; elevation. We determined. optimal LAI to
maximize canopy photosynthesis and demonstrated that enhancement of canopy
photosynthesis by elevated CO, was larger at high nitrogen availability.

We also studied competitive asymmetry among individuals in an even-aged
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monospecific stand at elevated CO;. Light acquisition (acquired light per unit
aboveground mass) and utilisation (photosynthesis per unit acquired light) were
calculated for each individual in the stand. Elevated CO, enhanced photosynthesis
and growth of tall dominants, which reduce the light availability for shorter
subordinates and consequently increased size inequality in the stand.

9.2 Introduction

In these 200 years, the atmospheric CO, concentration increased from a
pre-industrial level 280 pmol mol™ to 370 pmol mol™ (2004). It is still increasing
at the rate of 1.5 pmol mol™! per year and may reach 700 pmol mol" at the end of
this century (IPCC 2001). Because CO; is a substrate for photosynthesis, an
increase in atmospheric CO, concentration stimulates photosynthetic rates in Cs
plants (Kimball, 1983; Cure and Acock, 1986; Bazzaz, 1990; Poorter, 1993; Sage,
1994; Curtis, 1996; Ward and Strain, 1999). However, the effect of elevated CO,
on growth and reproduction is often much weaker than that predicted by the
photosynthetic response. It also differs considerably between species and between
plants grown under different conditions (Bazzaz, 1990; Arp, 1991;
McConnaughay et al., 1993; Sage, 1994; Farnsworth and Bazzaz, 1995; Makino
and Mae, 1999; Ward and Strain, 1999; Jablonski et al., 2002). Nutrient
availability has been considered as one of key factors for the variation in plant
responses to elevated CO; (e.g. Ziska et al., 1996; Lutze and Gifford, 1998; Kim
et al., 2001; Stitt and Krapp, 1999; Kimball et.al., 2002).

Of s011 nutrients, nitrogen is one of the most important elements that limit

~ plant growth in many natural and managed ecosystems (Aerts and Chapin 2000).
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Since a large fraction of leaf nitrogen is in the photosynthetic apparatus, a. strong
correlation holds between photosynthetic capacity and nitrogen content of leaves
(Evans, 1989; Hikosaka 2004). Higher photosynthetic rates at high CO.
concentrations may lead to an imbalance of carbon and nitrogen in the plant body
because carbon acquisition is stimulated relative to. nifrogen uptake at elevated
CO;. Accumulated carbohydrates sometimes cause a feedback limitation - of
photosynthesis (Peterson et al.,:1999; Medlyn et al., 1999; Stitt and Krapp, 1999).

Plants respond to the availability of limited resources by. altering their
physiological and morphological characteristics to. ameliorate the resource
imbalance. At low nutrient availability, for example, plants allocate more
biomass to roots, which compensate for low nutrient uptake rates per unit root
mass (Brouwer, 1962). This contributes to balancing carbon and nitrogen uptake
and to the maximisation of relative growth rates (Hirose, 1987, 1988; Hilbert,
1990). CO; responses of plants may also involve adaptive acclimation,’ which
potentially increases plant growth and reproduction at elevated CO,. Optimality
models may be uscful to asscss adaptablhty of plant responses (Anten et al
2000). :



In the GCTE-TEMA program, we studied plant responses to elevated CO, at

different scales: leaf, whole-plant, canopy, and population. Nitrogen was.

considered as a key factor to analyse the variation in the CO; responses. Here we
summarise our findings (Hikosaka et al., 2005).

9.3 Leaf

Leaf is a photosynthetic organ. Photosynthetic rate of a leaf is determined by
the quantity and quality of leaf nitrogen. Not-only the amount of nitrogen, but also
partitioning of nitrogen between photosynthetic and non-photosynthetic. proteins,
and partitioning - between photosynthetic components potentially affects
photosynthetic rate (Hikosaka and Terashima, 1995). We studied nitrogen use in
leaves grown at elevated CO; both theoretically and experimentally.

9.3.1 Nitrogen partitioning in the photosynthetic apparatus in leaves grown at

elevated CO; concentrations: Importance of seasonal acclimation

Light-saturated rates of photosynthesis are limited either by Rubisco
(ribulose-1,5-bisphosphate ' carboxylase/oxygenase) activity or by the RuBP
regeneration - process - (Farquhar et .al.,, 1980). The former tends to limit
photosynthesis at lower CO; concentrations while the latter does so at higher CO3
concentrations. The capacity of the two processes is considered to co-limit at
around the current CO, concentration (Wullschleger, 1993). Therefore, under
future higher CO, concentrations photosynthesis may be limited solely by the
RuBP regeneration process. Both RuBP carboxylation and RuBP regeneration
processes need a substantial amount of nitrogen to maintain high photosynthetic
capacity (Evans and Seemann, 1989; Hikosaka, 1997). To use nitrogen efficiently,
nitrogen should be reallocated from non-limiting to limiting process (Evans, 1989;
Hikosaka and Terashima, 1995). It was suggested that nitrogen reallocation from
RuBP carboxylation to the RuBP regeneration process would increase
photosynthetic nitrogen use efficiency at elevated CO; (Sage, 1994; Webber et al.,
1994; Medlyn, 1996). Using a theoretical model of nitrogen partitioning in the
photosynthetic apparatus, Hikosaka and Hirose (1998) suggested that nitrogen
reallocation in doubled CO, would increase photosynthesis by 20%. This
prediction was supported by an experimental study with a transgenic rice plant
with the reduced amount of Rubisco (Makino et al., 1997, 2000). When compared
at the same nitrogen content, the transgenic rice had greater amounts of proteins
in the RuBP regeneration process and higher photosynthetic rates at high CO;
concentration than the wild type. In normal plants, however, nitrogen allocation
between RuBP carboxylation and regeneration processes does not seem to be
influenced by CO; concentrations at which plants are grown (Medlyn et al., 1999).

Recent studies, however, found that growth temperature affects the balance
between RuBPCase and the RuBP regeneration process. Hikosaka et al. (1999)
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demonstrated that Quercus myrsinaefolia leaves grown at a low temperature had a
higher ratio of RuBP regeneration capacity (expressed as the maximum electron
transport rate, Jmax) to-carboxylation capacity (Vcmex) than those grown at a high
temperature, and consequently that photosynthesis. was more sensitive to CO, in
plants acclimated to low temperature. A similar trend was found by Wilson et al.
(2000), who reported that autumn leaves had a higher ratio of Jmax/Vemax than
summer leaves in several deciduous tree species of temperate forests. These
results suggest that seasonal change in temperature alters the balance Between
RuBP carboxylation and RuBP regeneratlon which will affect the extent of CO,
stiinulation of photosynthesis. \ : =

We-tested the hypothesis that: seasonal change in air temperature affects the.
balance- and-modulate, the CO, response of photosynthesis (Onoda et al., 2005).
Viiax -and Jmax. were: determined in summer and autumn for leaves .of Polygonum
cuspidatum. grown at two CO5 concentrations. Elevated. CO, concentration
reduced both Vimax. and Jp.x without change in. the Jiax/Venax ratio. Seasonal
environment, on the other hand, altered the ratio such that the Jmax/Vemax ratio was
higher in autumn than summer leaves. This alteration made the photosynthetic rate
more dependent on: CO; concentration in autumn: leaves (Figure 9.1). Therefore,
when: photosynthetic rates were compared at :growth CO, concentration, the
stimulation in photosynthetic rate. was larger in autumn than summer leaves.
Across the two seasons and the two CO; concentrations, Vemsx was strongly
correlated :with RuBPCase and Jua.x with cytochrome f content. These results
suggest' that .seasonal. change . .in -climate. influences  the . relative -amount of
photosynthetic proteins, which in turn affects the CO, response of photosynthesis.

cid
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Flgure 9.1 Photosynthetlc rate versus 1ntelcellular COZ concentrations-of: Polygonum
cuspidatum grown either at ambient CO; (370 pmol mol™, open symbols) er at elévated . CO,
(700 umol‘rhol" closéd symbols) in August (d) and October (b). The modél of Farquhar et:al:

(1980) was fitted to the observatlons Arrows indicate photosynthetlc rate at growth CO,
: S concentration.”: .© .+ TR
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9.4 Whole plant

Photosynthates acquired by leaves are allocated for growth of.leaves, stems,
roots, and reproductive organs. Increase in -allocation to the leaf would be
beneficial for photosynthesis, but may reduce, ‘other functions such as nutrient
uptake and reproductlon We studied changes ‘in biomass. allocation with CO,
elevation with respect to the balance between enhanced photosynthes1s and other
functions. - '

9.4.1 Reproductlve growth at elevated COz

Although vegetative growth 'is enhanced by elevated. CO?, it is not always
reflected by an increase in reproductive yield (final mass of the reproductive part).
From more than 150 reports on';:;he effect of elevated CO; on the reproductive
yield of both crop and wild species, Jablonski et al. (2002) found a mean relative
yield increase of 12% in fruits and 25% in seeds. These responses were smaller
than the response of total plant ‘mass: (31%) In some cases, elevated CO; even
reduced reproductive yield, though Vegetatwe mass was increased (Larigauderie et

al., 1988; Fajer et al 1991; Farnsworth and Bazzaz, 1995) Thus, the increase in
reproductlve y1eld 215 not parallel to that in plant growth .and the enhancement of
vegetative growth is not a‘reliable predlctor of that of reproductlve yield (Ackerly
and Bazzaz, 1995).

The difference in responses to elevated CO, between vegetative growth and
reproductive yield should be explained by factors involved in the process of
reproductive growth. Reproductive growth is determined not only by biomass
production ‘but also by biomass allocation to the reproductive part. ‘We analysed
reproductive growth under elevated CO, using a simple growth model (Kinugasa
et al., 2003).  Reproductive mass was expressed as the product of (1) the duration
of the reproductive period, (2) the rate of biomass acquisition in the reproductive
period, and (3) the fraction -of acquired biomass-allocated to the reproductive part
(Sugiyama and Hirose, 1991; Shitaka and Hirose, 1998). We raised Xanthium
canadense, an annual, under ambient and elevated CO, concentration with two
nitrogen availabilities. Elevated CO, increased reproductive yield at high nitrogen
availability,-but this increase was caused by increased.capsule mass without a

significant -increase in seed production- (Figure 9.2). The increase. in- total
reproductive mass was due mainly to. an-increase in the rate of biomass acquisition:

in the reproductive period with a delay.in leaf-senescence. This positive effect was:

partly offset’ by a-.reduction in biomass allocation to the reproductive part- at:

elevated CO,:. The duratlon of  the reproductlve period was' not affected by
elevated CO;.. : - R R

Seed :production: was strongly constralned by the avallablhty of nitrogen. for
seed growth. The nitrogen concentration in seeds was very high in X. canadense
and did not decrease at elevated CO, (Figure 9.2). On the. other hand, capsule
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Figure 9.2 Dry mass (a) and N concentration (b) of the reproductive part (total, seeds and
capsules) of X. canadense. Different letters above columns indicate a significant difference
between treatments (P <0.05, Tukey-Kramer method). White bars 360 pmol mol'?, black bars.
700 pmol mol™ CO,. LN and HN represent low and high nutrient availability (12 and 24
mM N), respectively. Redrawn from Kinugasa et al. (2003).

production seems to be less constrained by nitrogen availability. Capsules had
very low nitrogen concentration and elevated CO; increased capsule mass at high
nitrogen availability. Interestingly Kimball et al. (2002) reported that the boll
(seed + lint) yield of ccotton was increased 40% by elevated CO; while the lint
fibre portion of the yield increased even more, by about 54%. In soybean, elevated
CO; ‘increased the: pod wall mass more than seed yield (Allen et al., 1988). It
seems that elevated CO, leads to a greater increase in the mass of a reproductive
structure with a low nitrogen concentration than a structure with a high nitrogen
concentration. This'may be one of reasons for a large variation in CO; response of
reproductive yield. - : : - ‘



9.5 Canopy

Leaf canopy is a unit of photosynthesis at the ecosystem level. It is a
collection of leaves that are exposed to a large gradient of light availability and
have different photosynthetic characteristics depending on their microclimate. An
important question is whether enhancement of canopy photosynthesis at elevated
CO; is solely ascribed to enhanced leaf photosynthetic rate or also involves
alteration in canopy structure.

9.5.1 Effect of elevated CO, on canopy photosynthesis: Does leaf area index
respond to growth CO,?

Reviewing studies on canopy photosynthesis, Drake and Leadley (1991)
showed that elevated CO, increased canopy photosynthesis in almost all cases.
The extent to which canopy photosynthesis increases, however, depends on
species and on the availability of other resources (Bazzaz, 1990; Arp, 1991;
McConnaughay et al., 1993). The rate of canopy photosynthesis is affected not
only by photosynthetic rates in leaves but also by leaf area index (LAI, leaf area
per unit ground area) in the canopy. There are disagreements about the effect of
elevated CO; on leaf area development: LAI increased with elevated CO, in the
canopy of perennial ryegrass (Nijs et al., 1988), soybean (Campbell et al., 1990),
and rice (Rowland-Bamford et al., 1991), while it remained the same in artificial
tropical forest ecosystems (Korner and Arnone, 1992) and experimental stands of
annuals (Hirose et al., 1996).

Leaf area development is strongly determined by nitrogen availability (Anten
et al., 1995). Hirose et al. (1996) found a strong correlation between LAI and
aboveground plant nitrogen regardless of growth CO, levels in annual stands,
suggesting that an increase in LAI at elevated CO, will occur only if plants
simultaneously take up more nitrogen, through increased root growth and/or
through increased root activity. However, Harz-Rubin and DeLucia (2001) found
that vegetation stands under elevated CO, had greater LAI even when compared at
the same nitrogen uptake. Kim et al. (2001) also found LAI for a given nitrogen
uptake to be greater for plants under elevated CO,, but only when nitrogen uptake
itself'was high, and not when it was low.

Although an increase in LAI enhances canopy photosynthesis due to
increased light interception, when nitrogen in the canopy is limited, an increase in
LAI reduces leaf nitrogen per unit leaf area, leading to a decline in photosynthetic
capacity of leaves. There exists an optimal LAI at which the canopy
photosynthetic rate for a given canopy nitrogen is maximised (Anten et al., 1995;
Hirose et al., 1997). It has been shown that predicted LAl values are strongly
correlated with measured LAIs (Anten et al., 2000). Anten et al. (2004) applied
the concept of optimal LAT to stands of rice grown under free air CO» enrichment
(FACE). In this experiment, LAI increased with increasing nitrogen availability
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Figure 9.3 Effects of CO,; elevation on the relationship between LAI (leaf area index),

- canopy photosynthesis and leaf nitrogen. (a) Optimal LAI for maximum carbon gain as a
function of total amount of leaf nitrogen in the canopy (Ncanopy) and (b) associated optimal
average leaf nitrogen content (optimal Nyea = Neanopy/Optimal LAI) and (c) net daily canopy

carbon gain. Canopy photosynthesis at actual Neanopy and LAI values are also given in (c)

(open symbols, ambient CO,; closed symbols, ambient plus 200 pmol mol”" COy; triangles,

. standard nitrogen (9 g N m™®); diamonds, high nitrogen (15 g N m'z)). (d) Ratio of canopy

photosynthesis in elevated CO, (FACE, free air CO, enrichment) to that in ambient CO,

(FACE : ambient). (a,b) Optimal LAI values also calculated; (¢) FACE : ambient calculated

assuming all characteristics form ambient plots, then separately changing either the
photosynthetic capacity — Ny, relationship (PNUE effect) or the quantum yield (O, [ effect)
to the values found for FACE plants. Calculations were made with canopy characteristics
averaged for the four replicate plots. Redrawn from Anten et al. (2003).

196



but ‘was not affected by elevated CO, (Figure 9.3a). Elevated CO, did not affect
total plant nitrogen in ‘the stand but slightly reduced leaf nitrogen per unit ground
area due to reduced allocation -of nitrogen to leaves (Figure 9.3b). These results

indicate that-elevated CO, increases LAT when ¢ompared at-the same leaf nitrogen,

which is consistent with the model prediction. However, the increase in LAT by
elevated CO3 was only 6-8% both in the experiment and the prediction, suggesting
that nitrogen availability. is the most important factor for leaf- development even
under elevated COs. ‘

- Anten et al: (2004) further analysed the canopy photosynthetic rates in the
rice stands. There are clear indications-that the positive effect of elevated CO5 on
canopy carbon gain increases with nitrogen availability (Figure 9.3c¢, d). So far
this interactive effect of CO, and nitrogen-has been attributed to.two mechanisms.
First, .inhibition ‘of leaf photosynthesis by .carbohydrate accumulation at elevated
CO; tends to be stronger under low than under high nitrogen availability (Rogers
et al.; 1996). .Second, nitrogen uptake: inéreases. under. elevated CO, only when
nitrogen availability is high, and not when it'is low (Stitt and Krapp, 1999)." Anten
et al: (2004) proposed a mechanism of an interactive effect of nitrogen and CO;
that is-independent of the above two factors. When nitrogen availability is-low, the
canopy is-relatively open ‘and most ‘leaves. receive. relatively high. light: Under
these conditions, the -effect of elevated CO, on canopy :photosynthesis will be
predominantly through its effect. on the light-saturated.rate of photosynthesis of
leaves (Figure 9.3e). But as nitrogen availability increases, the canopy becomes
denser and lower leaves become increasingly shaded. Under these conditions the
enhanced quantum yield under elevated CO» will have ‘an 1ncreas1ngly pos1t1ve
effect on canopy photosynthes1s (Flgure 9. 3e) : o

9.6 Population

“Plant population consists of individuals varying: in'size. Competition for light
has been'suggested as an important factor for the development of size inequality
(Weiner; 1990). Using -even-aged monospecific -stands of ‘an ‘annual herb, we
studied the effect of elevated CO; on compet1t1on between 1nd1v1duals and ‘the
mechanlsm of development of size mequahty o =

9 6 1 Effects of elevated COz on size dlstrlbunon of individuals. in a monospec1f1c
stand - : G T S R T
‘Competition: among 1nd1v1duals in' plant populatlons are categoused with
respect’:to- symmetry in. competition:. symmetric and asymmetric. competition
(Weiner, 1990). Symmetric competition indicates that individuals in a stand
acquire resources in proportion to their size while in asymmetric competition
large individuals acquire more than proportional amounts of resources. It has been
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suggested that competition for light is asymmetric (Ford and Diggle, 1981; Weiner,
1986; Jurik, -1991; Nagashima, 1999; Hikosaka et al., 1999), while - that: for
nutrients is more symmetric (Weiner et al., 1997; Hikosaka and Hirose 2001). The
mode of competition is critical in development of size inequality in the stand. Size
inequality. is. .assessed with the :coefficient of variation (CV) (Weiner,.1990).
Symmetric competition, where plant growth is proportional to the size, does not
alter size inequality, while asymmetric competition increases size inequality in the
stand. .
Since diffusion of CO, within plant stands is very fast, competition for CO; is
unlikely to occur among individuals (Jones, 1992). Even though elevated CO,
benefits all individuals in the stand, the.enhancement of growth by elevated CO,
may indirectly alter the mode of competition (Wayne and Bazzaz, 1997). There
are two-alternative hypotheses in this respect. One is that elevated CO, makes the
competition more asymmetric and increases size inequality in the stand. It occurs
when enhanced growth of larger individuals. suppresses light acquisition of
smaller individuals.: The - other is that elevated CO,' decreases the degree . of
asymmetry in competition and consequently size inequality. This is because the
end-product inhibition of photosynthesis due to elevated CO, (Stitt and Krapp,
1999): may be- stronger:in larger plants exposed to high light, and because the
reduction of the light compensation point of photosynthesis at elevated -CO, will
benefit the smaller shaded individuals more than the larger ones (Osborne et al.,
1997). - : T o SR

To test these hypotheses, we established even-aged monospecific.stands of an
annual,” Chenopodium album, at ambient and doubled CQ, with high and low
nutrient availabilities in open top chambers (Nagashima et al., 2003). The growth
of individual plants was monitored non-destructively every week until flowering.
Elevated CO, significantly enhanced plant growth at high nutrients, but did not at
low nutrients. The size inequality represented by CV tended to increase at
elevated CO;. Size structure of the stands was analyzed by the cumulative
frequency distribution of plant size (Figure 9.4). At early stages of plant growth,
CO; elevation benefited all individuals and shifted the whole size distribution of
the stand to large size classes. At later stages, dominant individuals were ‘still
larger at elevated than at ambient CO,, but the difference in small subordinate
individuals between two CO, levels. became smaller. Although these tendencies
were found at both nutrient availabilities, difference in size distribution between
CO; levels was larger at high nutrients. The CO; elevation did not significantly
enhance the growth rate as a function of plant size except for the high nutrient
stand at-the earliest stage, indicating that the higher biomass at elevated CO;. at
later stages in the high nutrient stand was caused by the larger size of individuals
at ‘the earliest stage. Thus, elevated CO, seems to increase size inequality in
vegetation stands and this effect becomes stronger at high nitrogen availability. .
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Figure 9.4.Comparisons.of cumulative frequency distributions of biomass in the even-aged
stand of Chenopodium album between ambient (360 pmol mol™', open symbols) and elevated
CO, concentrations (700 pmol mol™, closed symbols) at high (a) and low (b) nutrients (3.6
and 0.36 g N m? week™ , tespectively). These results are shown for 19 40 and 54 days after

emergence. Redrawn from Nagashlma et al.: (2003) ‘ :

9.6.2 Effects of elevated CO; on light competltlon an 1nd1v1dual based analy51s of
light acquisition and utilisation

We then .investigated the physiological factors that underlie .the effects of
elevated CO; on the competitive interactions between plants. As mentioned above,
difference in size structure results from different size-dependent growth rates. of
individuals:in-the stand. In a dense stand, large dominant individuals have an
advantage in capturing light because they place their leaves. in the highest most
illuminated parts of the canopy. Small subordinate individuals, on the other hand,
may have an advantage because they need less investment of biomass in support
tissues because they maintain leaves at lower positions (Givnish, 1982). As a
result they can allocate relatively more biomass to leaf area growth, and this can
mitigate the negative effects of shading (Anten and Hirose, 1998). To indicate the
efficiency of biomass usc to capturc light, Hirose and Werger (1995) introduced
the parameter ®uae, defined as photon flux captured per unit aboveground mass.
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They suggested that @, might not differ between dominant and subordinate
species in multispecies systems. However, plant growth is determined not only by
the amount of acquired.resources, but also by the efficiency of resource use
(growth per unit amount of resource acquired). Hikosaka et al. (1999) defined
light-use efficiency of photosynthesis (LUE) as photosynthesis per unit photon
interception, and described the photosynthesis of individnals as the product of
@pnass and LUE: RPR = @, X LUE, where RPR is the fe}ative photosynthetic rate
(photosynthetic rate per unit aboveground mass). Provided. that plant growth is
proportional to leaf photosynthesis, RPR is closely related to the rélative growth
rate (RGR). With a. modification of the-canopy photosyntheSIS model of Hirose
and Werger (1987) Hlkosaka et al. (1999) estimated the photosynthetic rate of
individuals in a natural monospe01f1c stand of an annual, Xarthium canadense.
They found that ®..5s Was hlg‘her in larger individuals, Wﬁile LUE was highest in
intermediate indjviduals. As a consequence, RPR was high' in 1ntermed1ate and
larger individuals, and lowest in smaller individuals.

The model described abeve was then applied to monospe01f1c stands growing
at ambient and at elevated CO;. (Hlkosaka et al., 2003). As in the previous study
(Nagashima et al., 2003), we established even-aged stands of an annual,
Chenopodium album, at two CO;_ levels in open-top chambers with sufficient
nutrient supply. The whole-plant photosynthesis of every individual in the stand
was calculated from (1) the distribution of light and leaf nitrogen and (2) the
relationships between photosynthetic parameters and leaf nitrogen content per
area,” Elevated: CO; . increased light-saturated rates of photosynthesis by 10-15%
and the initial slope of the light-response curve by 11%, but had no effect on dark
respiration..The relative rate of photosynthesis (RPR, the rate of photosynthesis
per unit above-ground mass) was analysed as the product of light capture (®uass,
the photon flux captured per unit.above-ground mass) and. light-use efficiency
(LUE, plant photosynthesis per unit photon capture) (Figure 9.5). At an early
stage of stand development (33 days after germination), RPR was nearly constant
and no difference was found between ambient and elevated CO,. However, CO,
elevation influenced: the components of RPR differently. :Elevated CO; reduced
®pass, Which offsets the increase in LUE. Later (47 days), RPR. was: positively
correlated with -plant. mass at both COz concentrations.. When .compared at an
equal plant..mass,. RPR:. was lower at:élevated CO,, which. was.caused by a
reduction: in @4 despite:some compensation by higher. LUE. We conclude :that -
elevated CQy increases:size inequality of a stand through enhanced. photosynthesis
and growth.of dominants; which reduce the light availability for sub01d1nates and
consequently. increasé size. 1nequa11ty n the stand L ST
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9.7 Conclusion

Elevated CO; enhances photosynthetic rates. The enhanced photosynthesis,
however, does not directly lead to increased plant grdwth and reproduction. As
nitrogen uptake is not stimulated as much as carbon uptake, CO, elevation alters
the C/N balance in the plant body. Plants respond to elevated CO,, by changing
biomass allocation to mitigate the altered C/N balance. Increase in LMA
compensates for lowered leaf nitrogen concentration per unit mass to maintain a
certain level of leaf ni'trogenvper unit area. Proportionate allocation of biomass to
reproduction decreases when-reproductive growth is limited by nitrogen rather
than by carbon. Effects of elevated CO, at canopy and population levels are
manifested through interactions between hght and n1trogen ‘availability and also
through interactions among individuals. In a leaf canopy, leaf area increases with
CO; elevation when nitrogen uptake is simultaneously increased. If dominant
plants increase their leaf area, they will reduce light availability in lower layers of
canopy and thus growth of plants there, which makes competition among
individuals more asymmctric. Interaction among individuals makes responses to
elevated CO; fairly sensitive to nitrogen availability in the soil. Integrating these
responses would be indispensable for understanding functioning of plants in a
high CO, world.

References

Ackerly, D.D., and Bazzaz, F.A., (1995), Plant growth and reproduction along
CO, grad1ents non-lin€ar responses and implications for commumty change,
Global Change Biol, 1, 199-207.

Aerts, R., and Chapin, F.S.III, (2000), The m1neral nutrmon “of wild plants
revisited: a re-evaluation of processes and patterns, Adv Ecol Res 30, 1-67.

Allen, L.H.J., Vu, J.C.V, Valle, RR., Boote, K.J., Jones, P.H., (1988),
Nonstructural carbohydrates and nitrogen of soybean grown under carbon
dioxide enrichment, Crop Sci 28, 84-94.

Anten, N.P.R., H1kosaka K., and leose T., (2000), Nitregen ut1l1zat10n and the
photosynthetlc system, Leaf development and canopy growth, edited by In:
Marshal B, Roberts J., Sheffield Academic Press, Sheffield, pp, 171-203.

Anten, N.P.R.; and Hirose, T.,.(1998), Biomass allocation and light partitioning
-among dormnant and. subordmate individuals in Xanthmm canadense stands,
Ann Bot 82, 665-673.

Anten, N.P.R., Hirose, T.; Onoda Y Kmugasa T K1m H.Y, Okada, M., and
Kobayashi, K., (2003), Elevated CO; and nitrogen: ava11ab1l1ty have .1nteract1ve
effects on canopy:carbon gain in rice, New Phytol 161, 459-472.

Anten, N.P.R., Schicving, F., Medina, E., Werger, M.J.A., and Schuffelen, P,
(1995), Optimal leaf area indices in C3 and C4 mono- and dicotyledonous



species at low and high nitrogen availability, Physiol Plant, 95, 541-550.

Arp, W.J., (1991), Effects of source-sink relations on photosynthetic acclimation
to elevated CO,, Plant Cell Environ, 14, 869-875.

Bazzaz, F.A., (1990), The response of natural ecosystems to the rising global CO,
levels, Annu Rev Ecol Syst, 21, 167-196.

Brouwer, R., (1962), Nutritive influences on the distribution of dry matter in the
plant, Netherland J Agri Sci, 10, 399-408.

Campbell, W.J., Allen, Jr. L.H., and Bowes, G., (1990), Response of soybean
canopy photosynthesrs to COz concentration, hght and temperature J Exp Bot,
41, 427-433.

Cure, J.D., and Acock, B., (1986), Crop responses to carbon dioxide doubling: a
literature survey, Agric Forest Meteor, 38, 127-145.

Curtis, P.S., (1996), A meta-analysis of leaf gas exchange and nitrogen in trees

grown under elevated carbon dioxide, Plant Cell Environ, 19, 127-137.

Drake, B.G., and Leadly, P.W., (1991), Canopy photosynthesis of crops and native
plant communities ‘exposed to long-term elevated CO,, Plant Cell Environ, 14,
853-860.

Evans, J.R., (1989), Photosynthesis and nitrogen relationships in leaves of C3
plants, Oecologia, 78, 9-19.

Evans, J.R., and Seemann, J.R., (1989), The allocation of protein nitrogen in the
photosynthetlc apparatus: costs, consequences and control, In: Briggs WR (ed)
Photosynthesis, edited by Alan, R., pp, 183-205, Liss, New York.

Farnsworth, E.J., and Bazzaz, F.A., (1995), Inter- and intra-generic differences in
growth, reproduction, and fitness of nine herbaceous annual species grown in

- elevated CQO; environments, Oecologia, 104, 454-466.

Farquhar, GD., von Caemmerer, S., and Berry, J.A., (1980), A biochemical model
of photosynthetic CO, assimilation in leaves of C3 species, Planta, 149, 78-90.
Fajer, E.D., Bowers, M.D., and Bazzaz, F.A., (1991), Performance and allocation
"patterns of the perennial herb Plantago lanceolata in response to simulated herb

ivory and elevated carbon dioxide environments, Oecologia 87, 37-42.

Ford, E.D., and Diggle, P.J., (1981), Competition for light in a plant monoculture
modelled as a spatial stochastic process, Ann Bot 48, 481-500.

Givnish, T.J., (1982), On the adaptive significance of leaf height in forest herbs,
Amer Nat 120 353-381.

Harz-Rubin, J.S., and DelLucia, E.H., (2001), Canopy development of a model
herbaceous commumty exposed to elevated . CO, and soil nutrients, Physiol
Plant 113, 258-266.

Hikosaka, K., (1997), Modelling optimal temperature acclimation of the
photosynthetic apparatus in C3 plants with respect to nitrogen use, Ann Bot 80,
721-730.

Hikosaka, K., (2004), Interspecific difference in the photosynthesis-nitrogen
relatlonshlp patterns, physiological causes, and ecologlcal importance, J Plant
Res, in press.

Hikosaka, K., and Hirose, T. (1998), Leaf and canopy photosynthesis of C3 plants

203



204

at elevated CO; in relation to optimal- partitioning of nitrogen -among
photosynthetic.components: Theoretical prediction, Ecol Model 106, 247-259. .

Hikosaka, K., and Hirose, T., (2001), Nitrogen uptake and use of competing
individuals in a Xanthium canadense stand, Oecologia 126, 174-181.

Hikosaka, K., Murakami, A., and Hirose, T., (1999), Balancing carboxylation and
~regeneration of ribulose-1,5-bisphosphate: in. leaf photosynthesis: Temperature
acclimation of an evergreen tree, Quercus myrsrnaefoha Plant Cell Environ 22,
. 841-849. : :

Hikosaka, K., Ounoda, Y., Klnugasa K., Anten, N.P.R; Nagaslnma ‘H., and- Hrrose
T., (2005), Plant responses to elevated CO, concentration at different scales:
leaf whole plant, canopy, and population, Ecol Res, 20, 243-253. ‘

Hikosaka, K., Sudoh, S., Hirose, 'T. (1999), Light acqurs1t10n and use by
individuals competing in a.dense stand of an annual herb, Xanthium canadense,
Oecologia, 118, 388-396.

Hikosaka, K., and Terashima; I., (1995) A model of - the facclimation of
photosynthe31s in -the leaves of C3 plants to sun-and shade with respect to
nitrogen use, Plant Cell Environ 18, 605-618.

Hikosaka, K., Yamano, T., Nagashima, H., Hirose, T., (2003), L1ght-acqu1s1t10n
and use of 1nd1v1duals as 1nfluenced by elevated CO;,  in" evenraged
-monospecific stands of Chenopodium album, Funct Ecol, 17, 786-795.

Hilbert,- D.W.,  (1990), -Optimization of plant root:shoot ratios and internal
nitrogen concentration, Ann Bot, 66, 91-99. : :

Hirose, ‘T.; (1987), ‘A vegetative plant growth model: adaptive significance of

. -phenotypic plasticity in matter partitioning, Funct Ecol, 1, 195-202. -

Hirose, T., (198R8), Nitrogen availability, . optimal shoot/root ratios and plant

‘. growth, In: Werger MJA, can der Aart PJM, During HJ, Verhoven JTA (eds)
Plant form and vegetatlon structure, pp, 135 145, SPB Academrc Publrshmg,
-~ The Hague. :

Hirose, T., Ackerly, D.D., Traw, M.B., and Bazzaz FA ,"(1996), Effects of: CO;
elevatron 0N canopy development in- the: stands.-of two co- occurrlng annuals
Oecologia, 108, 215-223. :

Hirose, T., Ackerly,:D.D., Traw, M.B., Ramseier, D:, and Bazzaz FA, (1997)
~COs elevatron canopy photosynthes1s and optimal leaf area 1ndex Ecology, 78.
2339-2350.

Hirose, T., and. Werger, M.J. A:, (1987); Maximizing daily canopy photosynthesm
with respect-to the leaf nrtrogen allocation pattern in the canopy, Oecologia, 72,
520-526. :

Hirose, T., and Werger, M.J.A., (1995), Canopy Sstructure and photon flux
partitioning among- species in a herbaceous plant community, Ecology, 76,
466-474.

IPCC, (2001), Climate change 2001 the Scientific Basis, Contribution .of Workrng
Group I to -the Third Assessment Report. of the Intergovernmental Panel. on
Climate Change, (Houghton JT, Dlng Y, Grrggs DJ et. al, eds),” Cambr1dge
University Press, Cambridge. o :



Jablonski, L.M., Wang, X.Z., and ‘Curtis, P.S., (2002), Plant reproduction under
elevated CO, conditions::a meta -analysis of reports on 79 crop and wild species,
New Phytol, 156, 9-26.

Jones, H.G.,:(1992), Plants and microclimate; 2nd edn Cambrldge Un1versxty
‘Press, Cambrldge )

Jurik, T.W., (1991), Population’ d1str1but10n of plant size and l1ght environment of
giant ragweed (Ambrosia trifida-L.), Oecologia 87, 539-550. i

Kim, H:Y.; Lieffering, M., Miura,.S., :Kobayashi, K., and Okada, M., (2001)
Growth and nitrogen uptake of C02 enriched rrce under f1eld cond1t10ns New
Phytol, 150, 223-229.. ’ ‘ ‘

Kimball, B.A:; (1983),. Carbon d1ox1de and agrlcultural y1e1d an assemblage and
analysis of 430 prior observations;, Agron J, 75, 779-789..

Kimball, B., Kobayashi, K., and Bindi, M., (2002), Responses of: agr1cultural

- cropsto free -air CO,. enr1chment ‘Adv Agro, 77, 293-368.- :

Kinugasa, T., Hikosaka, K., and Hirose, T.,:(2003), Reproductive allocation of an

- .annual, Xanthlum canadense at an elevated carbon d10x1de concentratlon
‘Oecologia, 137, 1-9: ‘

Larxgauderle A, Hllbert D.W., and Oechel,-W.C., (1988), Effeet of« carbon
‘dioxide- enrlchment and ‘nitrogen availability on resource acquisition :and
resource allocation in a grass Bromus-mollis, Oécologia, 77, 544-549:

Lutze, J.L., and Gifford, R.M., (1998), Acquisition and .allocation. of carbon and
nitrogen by Danthonia rlchardsonu in response to restricted. nltrogen supply and
-'COjenrichment, Plant Cell Environ, 21, 1133-1141. e

Makino, ‘A., Harada;, M., Kaneko, K., Mae, T., Shimada, T., and Yamamoto N
(2000), Whole-plant growth and N allocatlon ‘in transgenic rice plants w1th
decreased content of ribulose-1,5-bisphosphate carboxylase under different' COz
.:partial:pressures, Aust J Plant Physiol, 27, 1-12: ‘

Mak1n0 A., and Mae, T., (1999), Photosynthes1s and plant growth at elevated
levels of COz, Plant Cell Physiol; 40,999-1006.

Makino, A., Shimada, T., Takumi, S., Kaneko, K., Matsuoka, M Shlmamoto K.,
-“Nakano;’ H ,, Miyao- Tokutoml, M., Mae, T.,,and Yamamoto,’ N., (1997), Does

“decrease in ribulose-1,5-bisphosphate carboxylase by .antisense rbcS lead to a
h1gher nitrogen-use efficiency of photosynthesis under conditions of saturatmg
+.COy'and light in rice plants? Plant:Physiol, 114, 483-491. :

McConnaughay, K.D.M., Berntson, GM:, and Bazzaz, F.A., (1993), L1m1tat10ns to
CO;-induced growth enhancement in pot studies, Oecolog1a, 94, 550-557.

Medlyn, "B.E., (1996), The optimal allocation of nitrogen within .the C3
photosynthetic system at-elevated CO., Aust J-Plant Physiol, 23,:593-603.

Medlyn, B.E., Badeck, F.W., De, Pury, D.G.G., Barton,: C:V.M., Broadmeadow, M.,
Ceulemans, R., De, Angelis, P., Forstreuter;” M., Jach, M.E., Kellomaki, S.,

- Laitat; E., Marek, M., Philippot, S:, Rey, A., Strassemeyer, J., Laitinen, K.

+Liozon,-R.;-Portier; B., Roberntz, P., Wang; K., and Jarvis, P.G;; (1999), Effects
of elevated [CO;] on photosynthesis - in . European forest " species: - A

..meta-analysis of model parameters, Plant'Cell. Environ, 22,'1475-1495.

205



206

Nagashima, H., (1999), The. processes of height-rank determination among
individuals and neighborhood effects in-Chenopodium album L, stands, Ann
Bot, 83, 501-507. - :

Nagashima, H., Yamano, T., Hikosaka, K., and Hirose, T., (2003), Effects of
elevated COz on the size structure of even-aged monospec1frc stands of annual
- Chenopodium album, Global Change, Biol 9,.619-629. :

Nijs, I., Impens, 1., and Behaeghe, T.,.(1988), Effects of rising atmospherlc carbon
d10x1de concentratlon on gas. exchange and growth of: perenmal ryegrass
-Photosynthetica, 22, 44-50. v

Onoda, Y., Hikosaka, K., and Hirose, T (2005a) Seasonal change in the balance

-, between -capacities of RuBP carboxylatlon and RuBP regeneration .affects CO;
response of photosynthesis-in Polygonum cuspidatum, J Exp Bot, 56, 755-763.

Osborne, C.P.,.Drake, B.G., LaRoche, J., et.al, (1997), Does long-term elevation
of CO; concentration-increase photosynthesis-in forest floor Vegetation?.lndian
- strawberry in a Maryland ferest, Plant Physiol, 114, 337-344.

Peterson,. A.G., Ball, I.T., Luo, Y., Field, C.B.,.Curtis, P.S., Gr1ff1n, K.L.,
Gunderson, C.A., Norby, R.J., Tissue, D.T., Forstreuter, M., et al,: (1999),
Quantifying the response of photosynthesis to changes in leaf nitrogen content
and leaf mass per area in plants grown under atmospheric COy. enrichment,
Plant Cell Environ, 22,1109-1119.: : :

Poorter, H., (1993), Interspecific variation in the growth response of plants to an
-elevated ambrent COg concentration, Vegetatio,. 104/105, 77-97.. :

Rogers, G.S., Milham, P.J., Gillings, M., and Conroy, J.P., (1996), Sink strength
may be the key to” growth and - mtrogen responses in ‘N- deflclent wheat at
-elevated CO», Aust J Plant Physiol; 23,.253-264.

Rowland-Bamtord, A.l.. Baker, J.T.,-Allen, Jr. L.H., and Bowes, G, (1991)
Acclimation of rice to changing: atmospherlc carbon dioxide concentration,
Plant Cell Environ, 14, 577-583. v : : -

Sage, R.F., (1994), Acclimation of photosynthe51s to ihcreasing atmospherlc CO4:
the gas exchange perspective, Photosynth Res, 39, 351-368.

Shitaka. Y., and:Hirose, T:, (1998), Effects .of shift .in flowering tlme on. the
reproductlve output:-of - Xanthium .canadense -in a 'seasonal environment,
Oecologia, 114, 361-367. : : :

Stitt, M., and Krapp, A.; (1999), The interaction between elevated carbon d10x1de
-and. nitrogen nutrition: the physmloglcal and molecular background Plant: Cell
Environ, 22, 583-621.. ‘

Sugiyama, H., and leose T., (1991), Growth schedule of Xanthlum canadense
Does: it optimize the timing of reproduction? Oecologia, 88, 55-60.- ,

Ward, J.K., and Strain, B.R., (1999), Elevated C02 studles Past, present ‘and
“future, Tree Physiol, 19, 211 -220.

Wayne, P.M., and Bazzaz; F.A., (1997), Lrght acqu1s1t10n and growth by
- competing individuals in COj-enriched atmospheres: consequences for size

. structure in regenerating birch stands, J-Ecol, 85, 29-42.

Webber, A.N., Nie, GY.,.and Long, S.P., (1994), Acclimation of photosynthetlc ‘



proteins to rising atmospheric CO,, Photosynth Res, 39, 413-425.

Weiner, J., (1986), How competition for light and nutrients affects size variability
in Ipomoea tricolor populations, Ecology, 67, 1425-1427.

Weiner, J., (1990), Asymmetric competition in plant populations, Tre Ecol Evo, 5,
360-364.

Weiner. J., Wright, D.B., and Castro, S., (1997), Symmetry of below ground
competition between Kochia scoparia individuals, Oikos, 79, 85-91.

Wilson, K.B., Baldocchi, D.D., and Hanson, P.J., (2000), Quantifying stomatal
and non-stomatal limitations to carbon assimilation resulting from leaf aging
and drought in mature deciduous tree species, Tree Physiology, 20, 787-797.

Waullschleger, S.D., (1993), Biochemical limitations to carbon assimilation in C3
plants: A retrospective analysis of the A/Ci curves from 109 species, ] Exp Bot,
44,907-920.

Ziska, L.H., Weerakoon, W., Namuco, O.S., and Pamplona, R., (1996), The

influence of nitrogen on the elevated CO, response in field-grown rice, Aust J
Plant Physiol, 23, 45-52.

207



' N I
v .




Chapter 10

Dyna'mic,Glo'b'al Vegetation Model |
-Linka_ge between Water. and Carbon Cyeles-

Akihiko Ito

Frontiér Research Center for Global Change,

Japan Agency for Marine-Earth Science and Technology (JAMSTEC):
3173- 25 Showa -machi, Kanazawa-ku Yokohama 236-0001, Japan
Tel: +81 45-778- 5599

Fax: +81-45-778 -5706

e-mail: itoh@jamstec.go.jp

10.1 Introduction

Terrestrial ecosystems play important roles in the water and carbon cycles at
different temporal and spatial scales. We are becoming gradually aware of the
nature of the land-atmosphere interaction processes through recent research in the
fields of ecology, biogeochemistry, meteorology and hydrology. A drastic change
in terrestrial ecosystems can affect atmospheric composition and dynamics, i.e.
the climate system of the Earth. Accordingly, it is likely that coherent continental
scale alterations of ecological and physiological processes in response to climatic
change will exert feedback effects (either in a positive or negative direction to the
initial impact). Similarly, a great variety of ‘human impacts on terrestrial
ecosystems (e.g. deforestation and land-use) may affect the climate system via
various processes. _

Terrestrial ecosystems have several peculiarities in comparison Wwith
atmospheric and oceanic systems, making it difficult to predict the impacts of and
feedbacks to global change. First, a terrestrial ecosystem is a complex system
composed of many different components such as plants (producers), animals
(consumers), - microbes (decomposers), and the physical and chemical
environments. Second, land surface is extremely heterogeneous, due to
topography, geology, meteorology, and other disturbances, making it difficult to
extrapolate from local-scale empirical data to that on a broad-scale. Third,
terrestrial ecosystems change at various time scales ranging from minutes (e.g.
wildfire and landslide) to centuries or longer (e.g. succession and evolution).
Forth, terrestrial ecosystems are fragile and sensitive to environmental changes.
For example, many experimental studies suggest that plant photosynthesis and
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transpiration respond to elevated atmospheric CO, concentration, but with
different sensitivity among different plant species. l

Therefore, we are in urgent need of understanding and predicting the impacts
of global environmental change on terrestrial ecosystems. In addition to empirical
and experimental approaches, model simulation has become an essential method
to assess the terrestrial ecosystem processes under global change. Model
simulation allows the integration of various components into a single systetn
providing the ability to make quantitative consideration at global and long-term
scales. In fact, many terrestrial models have been developed for different purposes
(Arora, 2002). They are categorized into four types. (A) Land surface
parameterization models, which simulate exchanges of energy, water, and
materials with the atmosphere. (B) Carbon cycle models, which simulate major
biogeochemical carbon flows such as photosynthesis, respiration, and
decomposition and carbon pools of biomass and soil organic matter. (C)
Ecosystem dynamics models, which simulate interactions such as competition and
succession between organisms. (D) Integrated models, which include all the
ecosystem processes (A~C) and their interactions (Figure 10.1). In hydrological
and meteorological studies, the type-A models have typically been used (e.g.,
Sellers et al., 1997), whereas ecological and biogeochemical studies adopt the
type-B or type-C models. Recently, as the importance of interdisciplinary
approach is recognized, the type-D or integrated models have been developed by
several institutes. ' -

In general, terrestrial ecosystem models including vegetation dynamics
processed at continental-scales are called Dynamic Global Vegetation Models

Meteorology - , : o

Hydrology ; . Biogeochemistry
* momentum exchange = System Ecology
e energy exchange

* water exchange

' Popuﬂatﬁdn Ecology ;
. Biogeography » productivity =
o f * biomass '

e soil carbon

* competition
* succession
* species composition

- Figure 10.1 Categories of terrestrial ecosystem models.



(DGVM). These ‘models can estimate the dynamic transition and consequences of
plant: competition for specific - locations, that is, the distribution of vegetation
types (biogeography) such as tropical rain:forest, temperate deciduous forest,
boreal forest, woodland, shrub land, grassland, or desert. Since most DGVMs
include hydrological and carbon biogeochemical processes, these types of models
are roughly equivalent to the type-D integrated model. Development of DGV Ms
was begun in the middle of the 1990s. Woodward et-al. (1995) and Foley et al.
(1996) presented biogeographic-'models, DOLY and IBIS respectively, which
included terrestrial water and carbon cycle processes. Since then, a number of
DGVMs have been developed: LPJ by Sitch et al. (2003), TRIFFID by Cox (2001),
Hybrid by Friend and White (2000), SDGVM by Woodward and Lomas (2004)

and CLM by Bonan et al. (2003). :

Apparently, development of DGVMs is a new (or immature) growth area in
the study -of global change, and they are to be included into Earth-System models
to predict climatic change including biotic feedback. processes (Foley, 2000). For
example, as exemplified by Cox et al. (2000), terrestrial carbon cycles can act as
strong feedback mechanisms  to global warming caused by anthropogenic
greenhouse gas emissions. Furthermore, these models are useful as a tool to
analyze the linkage between water cycles and -carbon cycles in terrestrial
ecosystems. However, these models provide relatively inconsistent results of the
current and future states of terrestrial ecosystems (e.g., Cramer et al., 2001),
because they adopt different parameterlzatlons of carbon and water cycles and
vegetation dynamics. S

This text is intended: to ‘explain the basw structure -of terrestrial ecosystem
models and to summarize the current achievements, problems, and. opportunities
in the research field. Hopefully; the knowledge will facilitate the understandmg of
land hydrologlc systems :

10.2 Global distribution of vegetation types

Terrestrial vegetation is composed of over 250,000 higher plant species (trees
and grasses) and enormous numbers of animal, insect, and microbe species. Our
knowledge on the biodiversity of the biosphere is far from sufficient, and it is
impossible to consider the whole of terrestrial vegetation at a species level.
Historically, biogeographical and bioclimatological studies have categorized
terresirial vegetation on the basis of physiognomy (appearance), such as tropical
rain forest, temperate grassland, or tundra. Global patterns have been correlated
with environmental gradients of temperature and water availability, allowing the
understanding of how climate determines vegetation distribution (e.g., schemes by
Koppen, Kira, Holdridge, Budyko, etc.) under a given environmental condition. In
these correlations, the potential vegetation distribution was exclusively discussed
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and transitional states and human modifications were not included. Although these
studies did not account for the underlying mechanisms of vegetation distribution,
the evolutional convergence of plant structure and function:carried: important
implications.- . : Con e o o -

Later, in the early 199OS several seml-mechamstlc schemes were developed
to correlate global vegetation patterns with plant physiological properties: BIOME
by Prentice et al. (1992) and MAPSS by Neilson et al. (1992). They proposed a
new. vegetation category, termed  plant functional. type (PFT). This concept
aggregates plant species into.a.small number;of groups-on the basis of differences
in the functions of atmosphere-ecosystem exchange and biogeochemistry. For
example, grass species.are divided into two PFTs, Cs-grass and.Cj-grass, which
have different photosynthetic pathways and differ in environmental dependencies.
Tree species are divided into broad-leaf/needlé-leaf and evergreen/deciduous PFTs,
which differ in atmosphere-canopy exchange characteristics. Broad-leaf species
have, in. general, a larger number of stomata than needle-leaf species; and
deciduous forests- show more- evident seasonal changes in .photosynthesis. and
transpiration than evergreen forests. Although the PFT-based schemes ‘enabled the
interpretation of vegetation distribution.in ecophysiological manners, they still
estimate potential vegetation distributions under static conditions. :

Transitional shift of continental-scale vegetation distribution has mamly been
investigated in terms of paleobotany and palynology (e.g. vegetation shift since
the Last Glacial era), because it was believed to occur at nearly geological
time-scales. On the other hand, ecological studies have investigated transitional
changes in local-scale vegetation (termed. succession), including the development
of ecosystem: dynamics model -(called gap model): Recent studies suggest that the
actual vegetation - distribution is often substantially. different from the potential
distribution owing to the effects of disturbances (such -as- degradation of
succession stage or following recoveryfrom wildfire or landslide), human land-use,
and climatic change. In fact, almost all terrestrial ecosystems are affected by
human activities, and more than 10% of land area has been converted into urban
and cropland sectors. Therefore, to capture thé: actual vegetation distribution, it is
a challenge for biogeographical models to take account of disturbances,
transitional recovery, and human land-use changes.



10.3 Carbon and water cycles in terrestrial ecosystems

10.3.1 Overview of modeling

.To -deal -with a complex terrestrial ecosystem in practice, it is essential to
extract, conceptualize, and simplify the system. Frequently, focus is placed on the
flows and pools of specific physical and chemical attributes such as energy, water,
carbon, nutrient, etc. For example, hydrological models focus on water flows such

.- A (canopy)

:I'JROO Root -
i v % Soil water K

Carbon SPAC Water SPAC

Figure 10.2 Schematic diagrams of the soil-plant-atmosphere continua (SPAC) of carbon
(left) and water cycles (right) in terrestrial ecosystems.

as precipitation, evapotranspiration, and runoff, and the water budget of soil and
vegetation moisture contents. The flows of water .and .energy are frequently
simulated with an electronic-circuit approach (i.e.. potential difference and
resistance); these models are generally called soil-plant-atmosphere continuums
(SPAC; Figure 10.2). Thus, an ecosystem is reduced to a simple box-flow system,
which is readily applicable to ecological analyses. Such 51mp11flcat10n is effective
to clarify key factors and processes, but neglect potent1ally 1mportant interactions
with other mechanisms. Diffefent vegetation types are characterized by parameter
values related to soil properties and plant physiology. Most models assume a

priori vegetation types such as‘tropical raln forest and savanna, derlved ﬁom ﬁeld‘

surveys and satellite image analyses.
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10.3.2 Water cycle , _ ;

In most terrestrial ecosystems, water availability is one of the important
limiting factors of plant productivity and is closely coupled with carbon and
nutrient cycles (e.g., Jackson et al., 2001). Appropriate simulation of the water
budget is necessary, not only for. hydrological models, but also for carbon cycle
and ecosystem dynamics models. The ecosystem water budget is represented by a
SPAC scheme (Figure 10.2); here, the water budget of soil moisture (Ms).is given
by the following equation: o

dM

=PR— AET - RO (10.1)

AET: actual evapotranspiration
PR: precipitation (rain and thaw water of snow accumulation)
RO: runoff .

Precipitation (PR) is obtained from input datasets or atmospheric models. Actual
evapotranspiration (AET) is composed of evaporation from the soil surface (EV),
evaporation of canopy-intercepted water (/C), and transpiration through leaf
stomata (TR). Runoff (RO) is estimated by Various soil water dynamics models.

AET is co-limited by the supply and demand of energy and water available for
evapotranspiration. The demand term is evaluated as the potential or equilibrium
evapotranspiration rate, under a given energy and surface condition. For example,
the Penman- Montelth equation glves the potentlal evapotransplratlon (PET) as
follows:

AR, -G)+p-C,-g,(e,~e,).

PET=
A+y.(1+ga/gc)

(10.2)

€4 air vapor pressure
es: saturated vapor pressure at leaf surface temperature
g.: aerodynamic conductance
ge: canopy conductance
Cy: specific heat capacity
G: ground heat flux
R,: net radiation” -~
7 air density
oy psyehrometer constant ‘
lA slope of temperature - saturated vapor pressure :

Note that there are a couple of methods to obtam the potentlal evapotransplratlon
(see Jonmes, 1992). The supply ‘term (B), or evapotranspitration . efflclency,'
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represents a limitation by the deficit of soil water (M;) and precipitation (PR):
AET = ﬁ(Ms, PR)- PET (10.3)

Empirical parameterizations (e.g., quadratic equations in Ito and Oikawa, 2002)
are often used to obtain the term f.

In' practice, most environmental variables in equation (10.2) are obtained
using physical equations, while the canopy conductance (g.) is determined in an
ecophysiological manner. For example, leaf-level stomatal gas conductivity (gs) is
given by the Ball-Berry model revised by Leuning (1995):

tranfspiratiopv photosynthesis

stomata

photo.
transp.

high WUE

low WUE

stomatal conductance

Figure 10.3 Exchange of vapor.and CO; through leaf stomata.

B ,i_i': A
&=

fﬁéj.(@"r)'(l”m/c) o (}0.4)

a, b, c:specific parameters
- A: leaf nét photosynthetic rate
C;vintercellular CO, partial pressure
.* ... VPD: vapor pressure deficit at leaf surface
-+ T’ photosynthetic CO; compensation point - -

215



216

Accordingly, leaf-level transpiration (7R) is given as follows:

TR=gx-(eS—en)=(e%e”) | (10.5)

S

where ; (=1/g;) is the stomatal resistance. Then canopy conductance (gc) is
obtained: by 1ntegrat1ng g for the: whole -canopy: x ;

:LAJIgS F | I (io.e)v

LAI: leaf area index, that is, leaf area per unit ground area

In vegefation'ycé'nopy,'lig'h‘t condition varies vertically as a result of self-shading of
plant leaves, leading to vertical changes in leaf photosynthetic rate (4) and
stomatal conductance (g;). This evident variability in stomatal and canopy
properties _a_rhbng terrestrial ecosystems is important.

10.3.3 Carbon cycle
The net. carbon budget of a terrestrial ecosystem is termed net ecosystem
production (NEP), given by the following equation:

NEP=GPP—AR—- HR (10:7)
AR: autotrophic plant respiration’
GPP: gross primary production

HR: heterotrophic soil microbial respiration:: -

A positive value of NEP indicates a net uptake from the atmosphere to ecosystem

(sink), while a negative value indicates a net release to the atmosphere (source).

Net primary production (NPP) is the most important index of plant productivity,
related to plant adaptation and crop and woody yields available for consumers:

NPP =GPP—AR v e 0 (10.8)
Table 10.1 shows the global total values of area, biomass, and -NPP for major
biomes. A positive value of NPP indicates plant growth, while a-negative value
indicates degradation.The carbon..cycle of a.terrestrial ecosystem. is frequently
represented by a box-flow model, that is, carbon:SPAC (Figures.10.2 and 10.4).



The temporal change in plant (W),), soil (W), and ecosystem (W. = W, + W)
carbon poc_)ls is formulated as follows:

. _
& =GPP~AR~LF =NPP~LF (10.9)

daw,

=LF-HR (10.10)

dWe — dWP + dWs
dt dt dar.

= NEP (10.11)

LF: litter fall (deposiﬁdn of dead biomass)

Actually, other carbon flows. such as biomass burning, soil erosion and leaching,
and human harvest can have a considerable effect on the ecosystem carbon budget

(sorhetimes, known as net biome production, NBP). '
"Ecosystem carbon assimilation rate, GPP, is obtained by integrating the

leaf-level CO, assimilation rate (P) for the whole canopy:

GPP=LTP dF (10.12)
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Table 10.1 Area, biomass, and net primary productivify per bidfné (S‘aﬁgier et al., Z'OOVI).‘

Biome Area Biomass NPP

(10°km?)  (PgC)  (PgCyr)

Tropical for@sts ‘ 17.5 . . 340 21.9
Temperate forests 10.4 | 139 8.1
Boreal forests . U »13.71_ _ 57 b 2.6
Arectic tundra 56 k 2 0.5
Mediterranean shrublands o o 28 o 17 . 1.4
Crops o ‘ 135 o 4 4.1

. Tropical savanna and grasslands: -« <=0 27,6 79 oo 149 -

v Terﬁﬁefé’te grasSIaﬁds o N 15 o 6 ' s
Deserts . % T S
Ice SRR 1 R R

149.3 652 62.6

The single-leaf photosynthesis rate (P) is primarily a function of the irradiance of
photosynthetically active radiation (PAR, wavelengths of 400 to 700 nm). The
single-leaf photosynthetic rate increases with PAR irradiance under dark
conditions and gradually becomes saturated under bright conditions, as
approximated by the following equations:

P -¢-1

zP_m—+¢¢—I 1(10.13)
I+P_)=A(¢-I+P._ Y ~4-0-¢-1-P

z(¢ + max) \/(¢ + max) ¢ max (1014)

2.0

I irradiance of PAR

P0x: maximum photosynthetic rate

¢: apparent light-use efficiency

& convexity of light-photosynthesis curve

Here, the physiological parameters (P and ¢) vary with plant species and in



response to environmental and biological conditions such as temperature, ambient
CO;y concentration, soil water, leaf age, and nitrogen level (Figure 10.4).
Therefore, more mechanistic photosynthesis models (Farquhar et al., 1980;
Collatz et al., 1992) are used in many recent terrestrial ecosystem models. The net
photosynthetlc rate (A) used in equatlon (10.4) is defmed by the following:

A=P-R, = (10.15)

Cy: partial pressure of CO; at leaf boundary layer

where the denominator 1.56 is a conversion coefficient for CO, diffusion. Monsi
and Saeki (1953, 2005) found ‘that PAR 1rrad1ance varies vertically in plant
canoples and presented the followmg equation:

I(F)=Io-exp(—K-F) (10.16)

-F: cumulative leaf area from the top of the canopy
Iy: PAR irradiance at the top of the canopy
K: light attenuation coefficient

Autotrophic plant respiration (4R) is evaluated with a two-component model:

AR=ARM(W,, T))+ ARG(AW,) (10.17)

ARG: growth respiration
ARM: maintenance respiration
T,: plant body temperature
AW,: plant growth rate

ARM increases with temperature exponentially (approximately doubling with
every 10°C of warming), whereas ARG increases with biomass growth rate.
Specific rates of 4RM and ARG differ among plant species and organs.
Heterotrophic soil microbial respiration (HR) is a function of soil tempel ature (7)
and soil moisture content (Mj): :

HR=HR(W,, T, M) : : (10.18)

$

The environmental dependencies are parameterized in various manners: an
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exponential curve for temperature, and a saturation curve for moisture.

Intra-ecosystem carbon transportation occurs by. photosynthate allocatlon
litter fall, and soil formation, each of which are strongly regulated by physical and
biological factors and difficult to simulate in a mechanistic manner. Thus, they are
represented by some semi-empirical parameterization schemes on the basis of
observations. For example, leaf phenology of temperate deciduous forest is
usually determined by the cumulative temperature value (degree days) above a
critical temperature.

10.3.4 Parameter calibration and model validation

Model parameter values should be appropr1ately determmed on the basis of
observational data to capture the water and carbon cycle and ecosystem dynamics.
Leaf photosynthetic properties are available for many PFTs, while little data is
available for plant respiration and root turnover rates. Therefore, many parameter
values are determined through trial-and-error processes (calibration or tuning), so
that model outputs come close to those of the observational data of for example,
biomass or net primary productivity.

In many cases, validation of model results is a difficult'issue, because there is
not enough large-scale data, especially at the global scale. The International
Biological Programme (IBP) provides an - invaluable dataset of vegetation
structure and functions such as biomass and net primary productivity. Also, the
U.S. Oak Ridge National Laboratory. provides a public database of NPP and other
ecosystem properties through the web site (http://www-eosdis.ornl.gov/). Recently,
several new technologies are expected to provide independent validation data for
ecological models: remote sensing, tower-based flux measurement, and forward
and inverse atmospheric transport models.

10.4 Ecohydrology

.. Both water (H,0) and carbon (C) are essential resources for organisms, as
most organic matter is composed of carbohydrates ([CH20],,, e.g., starch and
cellulose)

n-CO, +n-H,0 € [CH,0], +n-0, O (10.19)

Terrestrial ‘plants acquire water mostly by :root uptake. and carbon by
photosynthesis, to build up their structure. However, they lose carbon by
metaholic respiration, herbivory, and tissue and individual mortality, and water by
transpiration. Water and’ carbon cycles are intimately linked through various



mechanisms;, but to different degrees among terrestrial ecosystems. As mentioned
above, the soil-plant-atmosphere continua (SPAC) concept provides us a useful
framework in terms of water and carbon cycles in terrestrial ecosystems. For both
water and carbon SPACs (Figurel0.2), solar radiation is the primary driver while
active exchange of water (vapor) and carbon (carbon dioxide) occurs at leaf
surface stomata. In plant .stems, water is transported upward by xylem, whereas
carbon is transported downward by phloem.

Leaf area index (LAI) and canopy conductance (g.) are key parameters When
considering terrestrial water and carbon cycles. As shown in Eq. (10.4), carbon
(4) and water (VPD) conditions affect stomatal gas conductivity, which regulates
the rates of photosynthe31s and transpiration. Water-use efficiency (WUE) is an
index of the carbon-water relationship, defined at different scales:

B i GPP
WUE 0 = TR

. _GPP-4R,,

“WUE,,,,, = ————t.
“mon = TR+ IC |
GPP—A4R__ NPP

WUE gopsiom = = = o (10.22)
> TR+ IC+ EV AET

(10.20)

(10.21)

Globally, annual terrestrial NPP and AET are estimated as. approximately 60 x
10" g C yr'and 70 x 10"° kg H,0 yr, respectively. Thus, average WUE cosysiem
of the terrestrial biosphere is estimated to be 0.86 g Cv(kg H,0)™!; however, note
that this varies widely among specific terrestrial ecosystems from deserts to

humid forests.

Another 1mp01tant interface of the water and carbon cycles in terrestrial
ecosystems likely takes place at the root surface, where soil water uptake and
rhizodeposition (fine root turnover and exudation) occur simultaneously. Vertical
distribution of plant roots was parameterlzed on the basis of many observations
(Zeng, 2001):

F‘(d)::l—%‘(?;"""‘-ke"’b'd) 1 i S - (10.23)

a, b: parametefs ‘_ -
d: depth '
F(d): cumulative root fractlon from s011 surface to the depth d

The parameters (a, b) differ among PFTs: a, ‘from 4.372 for (semi-) desert to 10.7
for' short grass: b, from ~0.978 for (semi-) desert to 2.614 for cropland.
Additionally, the difference of rooting depth characterizes the hydrological
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conditions of PFTs, ranging: from 0.5 m-in tundra with 1mpermeable permafrost to
4.0 m in desert with deep weathermg

)

-WL'VJVEUE’ai“' R 1 " GPP: gross primary production
— soosystem . PR (photosynthesis)

. WUE, L n - TR: transpiration o
NPP - T canopy.—l “AET 7 3 ) Lo
“CPP [ WUBeat 7 CET -~
- GPP. ... TR ..

. o ARC Ieaf resplratlon

IC ICtevaporation of

By " “intercepted rain

‘CPP: canopy primary
production

CET: canopy evapotanspiration

ARS: stem & root respiration
", NPP: net primary.production
“ AET: actual evapotranspiration

" PR: precipitation.
RO: runoff ‘

'Figure 10.5. Water use efficiencies of a terrestrial ecosystem..

+ temperaiure
& precipitation

.+ franspiration ;-

+ photosynthesis

\ o

+ growth — \

+ interception
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# runoff
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+7

soil decomposition *
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Figure 10.6. Physiological interactions of terrestrial ecosystem water and carbon cycles under
global environmental change. .
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10.5 Ecosystem dynamics: climatic change and biivome shift

Dynamic models are used to simulate transitional change in ecosystem
structure (i.e. density, height, and species composition; Figure 10.7) that results. as

dispersion

Figure 10.7. Concept of vegetation dynamics and biome shift.

a consequence of environmental survivorship and plant competition between
individuals. However, competition a very complicated processes with respect to
the acquisition of multiple resources such as light, water, and nutrients.
Sometimes, obvious conflict takes place using allelopathy. o

It is expected that global warming will result in re-distribution of vegetation
types, generally toward higher latitudes and higher altitudes. Because elevated
CO; concentration may lead to stomatal closure (saving water) and photosynthetic
enhancement, some biomeshift would occur toward dryer regions, in addition to
the effect of change in precipitation. Former models estimated the consequence of
competition on the basis of primary productivity, because higher productivity of a
plant type may imply better adaptation to a given environmental condition than
other plant types. Since there is no general model to represent the competition
process, the present DGVMs mimic competition in various conventional ways.
For example, TRIFFID adopts a theoretical approach using the Lotka-Volterra
model, in which biotic interactions are formulated by elementary differential
equations. - '

K,~N, —Zc,ij
Zi=pN, : (10.24)
dt K,

1

¢ competitive -effect from PFT j to PFT i-
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7 growth_coefﬁcient of PFTi
K;: environmental capacity of PFT i
N;: population size of plant functional type (PFT) i

Here, the strength of the competition effect is assumed to be proportional to
population size; this model may be too simple to take into consideration the
coexistence mechanism by niche-separation. Several models adopt a theoretical
approach of population dynamics (e.g., MINoSGI by Watanabe et al., 2004), in
which the temporal change of plant size-distribution is expressed by:

Jgh) S [D (z h)f @h)]

=[G ) )] M) )

(10.25)

i: species identifier

h: height class

t: time- - -

{: population density

G: mean height growth rate

D: variance of height'growth rate
oM mortality

Recently, a few DGVMs (e.g., Hybrid model by Friend and White, 2000 SEIB
model by Sato et al., submltted) simulate the competition process in an exphclt
manner, usmg 1nd1V1dual based gap models. In these models individual trees are
exphcltly snnulated in a small three-dimensional space; they appear, grow up, and
dle under a glven env1ronmenta1 condition. If the net carbon budget of an
individual becomes negatlve as a result of interference from other, 1nd1v1duals or
harsh ,env1r.o_nmenta1 conditions (e.g. shading and chilling), it cannot survive any
longer. Consequently, such individual-based- DGVMs can take the time lags of
ecosystem transition into éccount, but they require great computational power. .

10.6 Applications

10.6.1 Local simulation
Terrestrial ecosystem models including DGVM are applicable to interpret
local-scale atmosphere-land surface exchanges, biogeochemical and hydrological



cycles, and ecosystem dynamics. One of the recent applications is a model
analysis of tower-based flux measurement data by means of the eddy-covariance
method (cf. Fluxnet; Baldocchi et al., 2001). The data show diurnal, seasonal, and
interannual variability in net ecosystem CO; exchange (NEE, = —NEP), but do not
provide physiological or ecological mechanisms. Figure 10.8 represents an
example of a plot-scale model simulation (Ito et al., in press) for a cool-temperate
deciduous broad-leaved forest in Takayama, central Japan. This study revealed
that leaf aging is an important factor for the seasonal change in NEE, in addition
to environmental conditions and leaf phenology.
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Figure 10.8 Simulation results of carbon cycle at Takayama site, Japan, for different time
scales from hours to decades, using a model developed by Ito et al. (in press). (a)
Schematic diagram of carbon cycle, (b) sunny/shade parameterization of canopy

photosynthesis, and (c) estimated net ecosystem carbon budgets.
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10.6.2 Regional simulation .

Terrestrial ecosystem models have been used to simulate broad-scale carbon
and water cycles, in, for example, the Asian region. Appropriate datasets of
vegetation, land-use, soil, topography, and climate are required to perform such
broad-scale simulations. Ito (2003) developed a model simulating the East Asian
carbon cycle, using a satellite-based land-cover map (Figure 10.9). Such regional
models will be useful for analyzing country- and watershed-level budgets of
carbon and water and for planning management strategies of terrestrial ecosystems
(e.g., carbon management for the Kyoto Protocol). -
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Figure 10.9 Net primary productivity of terrestrial ecosystems estimated by a process-based
model Sim-CYCLE developed by Ito and Oikawa (2002).

10.6.3 Global simulation

Since the first attempt by Esser (1987), terrestrial ecosystem models have
been widely applied to numerical global analyses. Global terrestrial net primary
productivity under the current and global-warming conditions was estimated by
Melillo et al. (1993). Cramer et al. (2001). compared the simulation results by six
DGVMs with respect to PFT distribution and water and carbon cycles, under the
contemporary and changing conditions. Figure 10.10 shows the seasonal and
latitudinal patterns of global terrestrial water and carbon cycles using a
process-based model Sim-CYCLE (Ito and Oikawa, 2002, 2004). Taken together,
terrestrial ecosystem models have become an effective tool to analyze the impacts
of climatic change on terrestrial ecosystems and the feedback from the ecosystems



through atmosphere-land surface exchange processes.

Recently, the Sim-CYCLE and a newly developed dynamlc Vegetatlon
scheme have been included as components of the integrated Earth System model
developed-at the Frontier Research Center for Global Change (Kawamiya et al., in
press).. This model is operating on the. Earth Simulator (the - 7th fastest
super-computer.in the world) and is expected to prov1de novel predictions about
future. global change. : N
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Figure 10.10 An example of global simulation results with Sim-CYCLE.
Seasonal-latitudinal patterns of (a) PR, precipitation, (b) RO, runoff, (¢) TR,
transpiration, (d) AET, actual evapotranspiration, (e) GPP, gross primary
production, and (f) NPP, net primary production.
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10.7 Concluding remarks

As our understanding of land surface processes advances, an integrated point

of view becomes increasingly important for predicting the response of terrestrial
ecosystems to environmental impacts. In particular, when considering long-term
changes in land surface processes, we cannot neglect the growth and dynamics of
terrestrial ecosystems. The concept of coupled water and carbon cycles provide us
a useful framework for interpreting the complicated features of land surface
processes. Many terrestrial models of different degrees of complexity have been
developed, and currently, an integrated terrestrial ecosystem model (i.e. DGVM)
enables us to analyze the complicated land surface processes. Development of
DGVM (especially for a highly integrated one) requires the interdisciplinary
collaboration of ecologists, biogeochemists, hydrologists, and meteorologists.
Our understanding of the principle land surface processes is far from sufficient,
and further research is needed in observation, theory, and modeling. More recently,
it has been emphasized that human activities are an indispensable component of
the ecosystem dynamics and climate system modeling for future predictions. For
example, land cover conversion during the last decades has been one of the largest
sources of carbon to the atmosphere, and has changed hydrology substantially
from local to regional scale. Human creation and management of terrestrial
ecosystems became important not only in agricultural and silvicultural ecosystems
but also in most natural ecosystems. In the Kyoto Protocol of the United Nation
Framework Convention on Climate Change (UNFCCC), afforestation and
reforestation are regarded as a carbon sequestration mechanism. In contrast, recent
studies point out that these activities can result in unexpected water consumption
(Jackson et al., 2005), implying the importance of integrated assessments.

International collaborations are essential to elucidate the functions of
terrestrial -ecosystems. in- the earth system. Currently, several international
programs have been launched to address the issues: e.g., the International
Hydrological Programme (IHP) for the water cycle and the Global Carbon Project
(GCP) for the carbon cycle. Additionally, in the = International
Geosphere-Biosphere Program (IGBP), two core projects are actively in progress:
the Global Land Project (GLP) and the Integrated Land Ecosystem Atmosphere
Process Studies (iLEAPS). These integrated projects will compensate for the
knowledge gaps between water- and carbon-oriented projects.



Acronyms

AET: Actual Evapotranspiration

CLM: Communi_ty Land Model

DGVM: Dynamic Global Vegetation Model -

IBIS: Integrated Biosphere Simulator

LPJ: Lund-Potsdam-Jena (model)

MAPSS: Mapped Atmosphere -Plant-Soil System

MINoSGI Multilayered Integrated Numerical Model of Surface Phys1cs Growrng
Plants Interaction

PET: Potential Evapotranspiration

PFT: Plant Functional Type . : ,

TRIFFID: Top-down Representatron of Interactrve Foliage and Flora Including
Dynamics -

SDGVM: Sheffield Dynamlc Global Vegetatlon Model

SEIB: Spatially Explicit Individual-Based (model)

Sim-CYCLE: Simulation model of Carbon ¢YCle in Land Ecosystems

SPAC: ‘Soil- Atmosphere Plant Contlnuum '
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Outline of the Training Course in 2005

Outline

As part of the Japanese contribution to the International Hydrological Programme
(IHP), a short course for participants from the Asia-Pacific region will be conducted on
Water and Carbon Cycles in Terrestrial Ecosystems, from 26 February to 11 March 2006,
at the Hydrospheric Atmospheric Research Center (HyARC) and Graduate School of
Environmental Studies, Nagoya University, Nagoya, Japan. The course will include a
series of lectures in English, practice sessions and technical tours to the Center for
Environmental Remote Sensing (CEReS), Chiba University, the Earth Simulator Center,
Japan Agency for Marine-Earth Science and Technology (JAMSTEC).

Part of this THP training course is co-organized by the 21* Century COE Program at
Nagoya University: Dynamics of the Sun-Earth-Life Interactive System (SELIS). Thus
some candidates will be financially supported, in part by funds from the 21* Century COE
Program.

Objectives

The general aim of the 15" IHP short course is to help participants develop their basic
knowledge of the Water and Carbon Cycles in Terrestrial Ecosystems in the solution of
current global environmental problems. To detect and predict responses of terrestrial
ecosystems to global change is one of the important scientific issues in global environmental
studies. To cope with such issues, a basic understanding of physical and biogeochemical
nature of water and carbon cycles in various terrestrial ecosystems is required.
Micrometeorological and biogeochemical knowledge and techniques, including use of stable
isotopes of H,O and CO, and numerical modehng, are the basis for this understanding.

The course will focus on two major subjects. The first is the examination of leaf- and
‘canopy-scale exchange processes of heat, H,O, and CO, with the surrounding atmosphere.
The second is the study of the relationships of the vegetation dynamics with future climate
feedbacks. The lectures and practice sessions will be conducted at Nagoya University and
Chiba University.

Course Contents (convener: T. Hiyama)

Lecturers

A. Higuchi (Center for Environmental Remote Sensing (CEReS), Chiba University)

K. Hikosaka (Graduate School of Life Sciences, Tohoku University)

T. Hiyama (Hydrospheric Atmospheric Research Center (HyARC), Nagoya University)
A. Ttou (Japan Agency for Marine-Earth Science and Technology (JAMSTEC))

E. Konohira (Graduate School of Environmental Studies, Nagoya University)

T. Ohta (Graduate School of Bioagricultural Sciences, Nagoya University)

H. Shibata (Field Science Center for Northern Biosphere, Hokkaido University)

Y. Yamaguchi (Graduate School of Environmental Studies, Nagoya University)

T. Yamanaka (Terrestrial Environment Research Center (TERC), University of Tsukuba)
T. Yasunari (Hydrospheric Atmospheric Research Center (HyARC), Nagoya University)
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List of Participants

1) UNESCO-IHP Participants

Mvr. Bounhieng, Souvannahane (Lao P.D.R.)

Ms.

’ Ms.

Mr.

Mr.

Mr.

Affiliation. Ministry of Agriculture and Forestry, Department of Meteorology and
Hydrology (DMH)

Address: Luangprabang Road No 13, Ban Akad, Sikottabong Dist., P.O.Box 811
Vientiane Lao P.D.R.

. Maria Antonia, N., Tanchuling (Philippines)

Affiliation: Department of Civil Engineering, College of Engineering, University of the
Philippines

Addpress: Diliman, Quezon City 11 Metro Manila, Philippines

Yustiawati Syawal (Indonesia)

Affiliation: Research Centre for Limnology, Indonesian Institute of Sciences

Address: Kompleks LIPI Cibinong, J1. Raya Jakarta - Bogor, KM 46, Cibinong Bogor
Jawa Barat 16911, Indonesia

Tin Tin Htwe (Myanmar)

Affiliation: Department of Meteorology and Hydrology

Address: Kaba-Aye, Pagoda Road, Mayangon 11061, Yangon, Myanmar

Rupak Man Rajbhandari (Nepal)

Affiliation: Department of Meteorology, Trichandra Campus, Tribhuvan University
Address: Post Box # 328, Kathmandu, Nepal

Maino Virobo (PNG)

Affiliation: Department of Environment and Conservation

Address: P.O. Box 6601, Boroko, National Capital District, Papua New Guinea Street,
5th Floor Somare I'oundation Building Conor Sir John Guise Drive, WAIGANI
National Capital District, Papua New Guinea

Le Xuan Tuan (Vietnam)

Affiliation. Mangrove Ecosystem Research Division (MERD), Centre for Natural
Resources and Environmental Studies (CRES)

Address: Centre for Natural Resources and Environmental Studies (CRES), VNU No.
22, Luong Su B, Quoc Tu Giam St., Vietnam

2) Participants funded from 21* Century COE Program (SELIS)

Ms. Megan Elizabeth Berkle (USA)

Affiliation: Cooper City High School, Science Department
Address.: 9401 Stirling Road, Cooper City, Florida 33328, USA

Ms. Armi May Mineza Torrechilla (Philippines)
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Mr. Andreas Albertino Hutahaean (Indonesia)
Affiliation: Research Center for Maritime Territories & Non-Living Resources
(WILNON), Agency for Marine and Fisheries Research (BRKP) :
Address: Jalan. MT. Haryono, Kav 52-53, 1st Floor, Jakarta 12770, Indonesia
Mr. Li Dan (China)
Affiliation. START-TEA, Institute of Atmospheric Physics, Chinese Academy of
Sciences
Address: START-TEA, Institute of Atmospheric Physics, Chinese Academy of Sciences,
Beijing, 100029, P. R. China
Mr. Toan Minh Hoang (Vietnam)
Affiliation: Aero-Meteorological Observatory
Address: Aero-Meteorological Observatory, Research. Add: 5/62 Nguyen Chi Thanh,
Dong Da. Hanoi, Vietnam
M. Jirakorn Musikapunt (Thailand)
Affiliation: Research and Training Center on Resource Management and Geomformatlc
System, Faculty of Engineering, Kasetsart University
Address: RM-GIS Center (Hansa Lab.), Room #4206, Engineering Computor Center,
Faculty of Engmeermg, Kasetsart University, 50 Paholyothm Rd., Jatujak BKK 10900,
Thailand _

3) Participants from Graduate School of Environmental Studies, Nagoya Uni\fersity
Mr. Jingmin Li (China)

Affiliation: Graduate Schoo! of Environmental Studies, Nagoya University, Japan
Address: Furo-cho, Chikusa-ku, Nagoya, Aichi 464-8601, Japan
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Lectures

LO INtroduction.....cceevieiiviiiiiniiiiiiiiniiniiodienerearssessessrsosnssnssassnnres T. Hiyama
- Guidance and outline of this IHP short course .

L1 Canopy-Scale Fluxes of Heat, Water Vapor, and Carbon Dioxide in

Various Terrestrial Ecosystems.....coceciviieiinniiiiiiiiiiiiniiecinniennn T. Hiyama
- Basic equations for the turbulent transport
- Eddy covariance technique for the surface flux estimation
- Carbon dioxide fluxes and net ecosystem exchange (NEE) in a terrestrial ecosystem :
- Modehng of soil - Vegetatlon atmosphere transfers :

L2 Water Cycle in Forested Area...cciieiieriiiiiiniiinieiinees tesvseserrereesinenane T. Ohta
- Water budget and vegetation : R

~ - Forest effects of water cycle -physiological effects and structural effects-
- Climate conditions and water cycle in forests :

- - Winter hydrological processes in forests

1.3 Biogeochemical Processes of Carbon in Forested Ecosystem............ H. Shibata
- General principle of carbon cycling in a forested ecosystem '

- Monitoring and analytical method of carbon dynamics

- Case studies of carbon dynamics in a forested basin

L4 Biogeochemical Processes of Nitrogen in Forested Ecosystem......... E. Konohira
- General principle of nitrogen cycling in a forested ecosystem s S

- Nitrogen in stream and forest environments

- Implications of carbon and nitrogen dynamics in forested ecosystem

L5 Assessment of Plant-Water Relations using Stable Isotope Tracers
................................................................................... T. Yamanaka

- Fundamentals of stable isotopes

- Methods for water sampling, extraction and analysis

- Water sources of plants and inter-specific interactions

- Canopy fluxes partitioning and water use efficiency

- Catchment water balance and ecosystem dynamics

L6 Integrated Use of Vegetation Indices and Surface Temperature Space
obtained from Earth Observation Satellites Dataset.................... A. Higuchi
- Introduction: Basics of optical and thermal-IR channels
- Examples of combined usage of vegetation indices and surface temperature
- Possibility for the detection of water and energy related information by the integrated uses
of satellite remote sensing

L7 Observation of Global Vegetation Variations by Satellite Remote Sensing

................................................................................. Y. Yamaguchi
- Fundamentals of multi-spectral data analysis
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- Vegetation indices
- Relationships between global vegetation variations and climate
- Estimation of terrestrial net primary production (NPP)

L8 Role of Vegetation for the Earth Climate System...........ccoevuenene T. Yasunari
- Role of Tibetan Plateau and vegetation on Asian monsoon climate

- Climate and vegetation - an interactive and symbiotic system -

- Possible impact of vegetation change on the earth climate system

L9 Plant Responses to Elevated CO, Concentration at Different Scales:
Leaf, Whole Plant, Canopy, and Population

- Effect of seasonal acclimation on photosynthesis at elevated CO,

- Nitrogen limits seed production of annuals at elevated CO,

- Canopy structure and photosynthesis at elevated CO,

- Competition for light in mono-specific stands of annual plants at elevated CO,

K. Hikosaka

L10 Dynamic Global Vegetation Model (DGVM)....cccvireivrversninaceccoron A. Itou
- Effectiveness of model simulation for global change ' -
- How will terrestrial ecosystems respond to global warming ?

- Dynamic models of water and carbon cycles in terrestrial ecosystems

- Earth-system modeling for advanced prediction of climatic change

Practice Sessions

P1 Measurement and Estimation of Canopy-Scale Fluxes................ T. Hiyama
- Eddy covariance techniques for canopy-scale fluxes
- Bulk transfer equations for canopy-scale fluxes

P2 Satellite Measurements of Vegetation Condition and NPP...... Y. Yamaguchi
- Visualization of satellite remote sensing data
- Calculation of NDVT and estimation of NPP

P3 Satellite Measurements of Vegetation and Hydrologic Condition.. A. Higuchi

- Comparison of canopy-scale fluxes with remotely sensed variables
- Ts/VI technique to detect soil moisture condition

Technical Tours
T1 Flux Research Site of a Secondary Forest at Seto........cc.ccvvuenrennnn. T. Ohta

T2 Terrestrial Environment Research Center (TERC), University of Tsukuba
T. Yamanaka
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T3 Center for Environmental Remote Sensing (CEReS), Chiba University

T4 The Earth Simulator Center, JAMSTEC..................

A. Itou & T. Yasunari

- Visit to Center for The Earth Simulator Center for atmospheric, terrestrial and
oceanic simulations with satellite earth observation -

Schedule (26 February - 11 March, 2006)

Reception at Nagoya University

26 (Sunday) Arrival at Nagoya Stay in Nagoya
Feb., 2006 .
27 (Monday) Guidance (Lecture 0), Lectures 1 & 2 Stay in Nagoya

28 (Tuesday)

Lecture 4, Technical Tour 1

Stay in Nagovya

01 (Wednesday) |Lecture 5 Stay in Nagoya
Mar., 2006 Practice 1

02 (Thursday) Lectures 6 & 7 Stay in Nagoya
03 (Friday) Practice 2, Lecture 8 Stay in Nagovya
04 (Saturday) Discussion Stay in Nagovya
05 (Sunday) Japanese Culture Introduction and Free Time Stay in Nagoya
06 (Monday) Lectures 9 & 10 ' ' Stay in Nagoya
07 (Tuesday) Lecture 3, Technical Tour 2 (move to Tsukuba & Chiba) |Stay in Chiba
08 (Wednesday) |Technical Tour 3, Practice 3 Stay in Chiba
09 (Thursday) Technical Tour 4 Stay in Chiba
10 (Friday) Closing Ceremony Stay in Chiba

11 (Saturday)
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